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About this publication

This book provides instructions for installing Lenovo Hardware Management Pack for Microsoft System
Center Operations Manager into Microsoft System Center Operations Manager and using its integrated
features to manage systems in your environment.

Conventions and terminology

Paragraphs that start with a bold Note, Important, or Attention are notices with specific meanings that
highlight key information.

Note: These notices provide important tips, guidance, or advice.

Important: These notices provide information or advice that might help you avoid inconvenient or difficult
situations.

Attention: These notices indicate possible damage to programs, devices, or data. An attention notice
appears before the instruction or situation in which damage can occur.

Web resources

The following websites provide resources for understanding, using, and troubleshooting BladeCenter, Flex
System, System x® servers and systems-management tools.

Lenovo website for Microsoft Systems Management Solutions for Lenovo servers
Locate the latest downloads for the Lenovo Add-in for Microsoft System Center Virtual Machine Manager:

¢ Lenovo XClarity Integrator for Microsoft System Center website

System Management with Lenovo XClarity Solutions

This website provides an overview of the Lenovo XClarity solutions that integrate System x and Flex System
hardware to provide system management capability:

¢ System Management with Lenovo XClarity Solution website

Lenovo technical support portal
This website can assist you in locating support for hardware and software:

¢ |enovo Support Portal website

Lenovo ServerProven pages

Obtain information about hardware compatibility with Lenovo System x, BladeCenter, and IBM IntelliStation
hardware.

® Lenovo ServerProven: Compatibility for BladeCenter products
e Lenovo ServerProven: Compatibility for Flex System Chassis
¢ Lenovo ServerProven: Compatibility for System x hardware, applications, and middleware

Microsoft System Center Operations Manager website
This website provides an overview of Microsoft System Center Operations Manager:

¢ Microsoft System Center Operations Manager website

© Copyright Lenovo 2014, 2017 vii
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Chapter 1. Lenovo Hardware Management Pack for Microsoft
System Center Operations Manager

Lenovo Hardware Management Pack for Microsoft System Center Operations Manager uses the enhanced
features of Microsoft System Center Operations Manager to manage the health state of System x servers,
Blades, BladeCenter Chassis, Compute Nodes, and Flex System Chassis. Hardware Management Pack
provides a holistic view of your IT infrastructures, minimizing down time caused by hardware problems.

These are the key features of Lenovo Hardware Management Pack.

¢ Rich monitoring of system health using Simple Network Management Protocol (SNMP) for BladeCenter
Chassis, Flex System Chassis and modules

e Extensive monitoring of IMM-based servers using agentless mode.

¢ Extensive monitoring of hardware component health for System x servers, BladeCenter x86/x64 blades,
and Flex System x86/x64 compute nodes on Windows systems

¢ Comprehensive monitoring of the software stack health for managing hardware
¢ Easy determination of overall system health by the aggregation of hardware health monitors

e Automatic migration of virtual machines from a server host, where hardware failures are detected, to other
server hosts

¢ Establish out-of-band - in-band (OOB-IB) communication using reflection to synchronize the information
obtained out-of-band (using SNMP) and in-band (using OS).

¢ | aunch a Flex System Chassis Management Module (CMM) Web Console from the Operations Manager
Console.

¢ Discover a Flex System Manager (FSM) device and launch an FSM Console in the Operations Manager
Console.

* Monitor Flex System Chassis and modules using both SNMPv1 and SNMPV3.

¢ |Launch a Windows Integrated Management Module (IMM) Web Console server from the Operations
Manager Console.

e Utilize Active Power Management and Monitoring on uEFI and IMM System x servers and blades running
Windows 2008 and Windows 2008 R2 with IBM Systems Director Agent Platform Agent v6.2.1 or later.
You can monitor and manage the overall system power usage and generate alerts when power
consumption rises above predefined consumption thresholds.

¢ Customize and set power consumption thresholds for power monitoring alerts.
¢ Set and enable power capping thresholds to manage maximum power consumption wattage.
e Monitor the power data of client System x systems by viewing the System x Power Data Chart.

¢ Reflect the health of the BladeCenter x86/x64 modules to the BladeCenter x86/x64 blade servers affected
by those modules. BladeCenter and Blade hardware health correlation and event propagation provides
BladeCenter specific hardware health condition monitoring under the Windows Health Explorer view.

¢ Enable the Hardware Management Software Configuration Advisor for Lenovo Systems (SW Configuration
Advisor) program, which analyzes software dependencies of the Lenovo Hardware Management Pack on
a managed MicrosoftWindows system. The program is run from the Operations Manager management
server. SW Configuration Advisor detects the presence of the Lenovo Hardware Management Pack
software dependencies and makes appropriate configuration recommendations.

¢ Provides the ability to remotely power on and off blade servers using the Operations Manager Console.
e Discover the Integrated Management Module (IMM) and correlate it with the host.
¢ Monitor hardware components for IMM-based servers using agentless mode.

© Copyright Lenovo 2014, 2017 1



About Microsoft System Center Operations Manager

You can use Microsoft System Center Operations Manager to monitor the health of a management target,
perform hardware failure management, author management packs, and perform administrative operations.

A management target in Microsoft System Center Operations Manager can be a computer system, an
operating system instance, an application, a network adapter, or a subcomponent within a management
target. Lenovo Hardware Management Pack provides management innovation for its management targets.
This scope of management classifies Operations Manager as a systems management software tool.

Upon discovering a Windows system, Microsoft System Center Operations Manager management server
pushes the Microsoft System Center Operations Manager agent onto the system, along with scripts inside
Lenovo Hardware Management Pack that provide policies for monitoring health and collecting events.

Lenovo Hardware Management Pack discovers and monitors the health of the BladeCenter Chassis and
chassis components and discovers the Integrated Management Modules (IMMSs) and correlates them with
the host.

Lenovo Hardware Management Pack enhances the management of systems in Operations Manager along
with the Reliability, Availability, Serviceability (RAS) of hardware server products.

With Microsoft System Center Operations Manager, you can create custom groups of objects to manage a
holistic health aggregation based on your business needs. You can define different types of monitoring and
aggregation rules for various groups.

For example, A provides hosting an application might have a per-client holistic health view of all the
hardware, operating systems, applications, and other objects for that client. The hosting provider might also
have a per-application view or multiple views available at the same time.

Microsoft System Center Operations Manager maintains operations databases for tracking all of the events
being reported. Expert analysis of the operations databases can show deep cause and effect relationships in
the historical data that can reveal the root cause of a sophisticated problem.

Operations Manager reports cooling fan availability based on the fan presence sensor reading and fan
performance according to the fan tachometer reading. Lenovo Hardware Management Pack establishes
relationships for hosting and aggregating, and also establishes health dependency among the management
targets. Operations Manager provides health roll-ups and drill-downs to give you a holistic view of objects,
and to allow you to quickly identify a specific problem.

Operations Manager Agent

After Microsoft System Center Operations Manager selects a server to manage, it pushes its Operations
Manager Agent onto the managed system with Lenovo Hardware Management Pack, if the target is a
System x or BladeCenter x86/x64 Blade server. The Operations Manager Agent and Lenovo Hardware
Management Pack communicate with the IBM Systems Director Agent and other software for hardware
management on the system and across the network to the Operations Manager server.

Support for enhanced system features

With Lenovo Hardware Management Pack for Microsoft System Center Operations Manager, you can use
the enhanced features of Microsoft System Center Operations Manager to communicate with Flex System
and BladeCenter management modules, System x systems, and x86/x64 Blade servers that are installed
with IBM Director Core Services or Platform Agent.

2  Lenovo Hardware Management Pack for Microsoft System Center Operations Managerinstallation and User’s Guide



You can use Microsoft System Center Operations Manager to discover and holistically monitor all Flex
chassis, BladeCenter chassis, IMM-based servers, and Windows-based servers because Lenovo Hardware
Management Pack communicates with the following systems and components:

¢ BladeCenter Chassis and components

Flex System Chassis and components

Flex System Chassis x86/x64 Compute Nodes

Integrated Management Module

System x, ThinkServer, and BladeCenter x86/x64 blade servers

Lenovo Hardware Management Pack communicates with Flex System and BladeCenter Chassis and chassis
components through the management module using Simple Network Management Protocol (SNMP) over a
LAN.

Lenovo Hardware Management Pack communicates with individual servers, including BladeCenterBlade
servers that are running Windows operating system and have a supported version of IBM Director Core
Services or Platform Agent installed.

Lenovo Hardware Management Pack communicates with IMM-based servers using Service Location
Protocol (SLP) and Common Information Model (CIM) over a LAN.

Lenovo Hardware Management Pack communicates with IMM-based servers using the network port 9500.
Ensure that this port is not blocked by the firewall. You can follow these steps to create a rule to pass the
firewall:

1. Expand Control Panel - System and Security = Windows Firewall - Advanced setting.
2. To create an inbound rule:
a. Right click Inbound Rules to invoke New Rule.
Click Port and click Next.
Click TCP.
Set the value of Specific local ports to 9500 and click Next.
Enter the rule name.
Click Finish.

-0 0o00CT

Contents of Lenovo Hardware Management Pack
Lenovo Hardware Management Pack contains:

¢ Seven management packs:
— Lenovo Hardware Management Pack - Common Library
— Lenovo Hardware Management Pack - System x and x86/64 Blade System
— Lenovo Hardware Management Pack - BladeCenter Chassis and Modules
— Lenovo Hardware Management Pack - Hardware IDs Library
— Lenovo Hardware Management Pack - Relation Library
— Lenovo Hardware Management Pack - Flex System Chassis and Modules
— Lenovo Hardware Management Pack - Flex Relation Library

e Hardware knowledge articles that provide detailed information about hardware events which are
independent of how Hardware Management Pack integrates with Microsoft System Center Operations
Manager

e Supporting code for managing BladeCenter
e Supporting code for managing Flex System Chassis

Chapter 1. Lenovo Hardware Management Pack for Microsoft System Center Operations Manager 3



File and registry locations

By default, the contents of Lenovo Hardware Management Pack are installed in the following directory: %
ProgramFiles%\Lenovo\Lenovo Hardware Management Pack.

The registry path used by Hardware Management Pack is: HKEY_LOCAL_MACHINE\SOFTWARE\Lenovo\Systems
Management Integrations\Lenovo HW Mgmt Pack for OpsMgr.

Hardware Management Pack uses the following system-wide environment variables:

IBM_DIR_KB
The directory that contains the hardware knowledge articles.

IBM_DIR_VBS
The program directory that contains the task for remotely powering on and off Blade servers.
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Chapter 2. Supported configurations

Lenovo Hardware Management Pack has specific requirements for hardware and software. The topics in this
section provide detailed information about configurations, hardware, and software that is supported by this
release of Lenovo Hardware Management Pack.

Supported systems

Lenovo Hardware Management Pack for Microsoft System Center Operations Manager supports a wide
range of servers and chassis.

For more information about supported Lenovo x 86 servers, refer to Lenovo Hardware Management Pack for
Microsoft System Center Operations Manager website.

Notes:

¢ Fee-based Power Monitoring support is available for the systems denoted with an “*” on the Supported
servers list below, if the system has the latest firmware. Power Monitoring requires that the system is
running Windows 2008 or Windows 2008 R2 and the IBM Systems Director Agent v6.2.1 or later. For more
information, see “Supported configurations of managed systems with Power Monitoring” on page 13.

¢ | enovo Hardware Management Pack does not support IBM Systems Director Agent on servers that are
denoted with a “**” in the Supported servers list below. The following functions that depend on IBM
System Director Agent are not supported on these servers.

Power-related functions, including power monitoring and management.

Remote presence of the baseboard management controller

In-band inventory data which depends on IBM System Director Agent

In-band event and monitoring which depends on IBM System Director Agent

Instead, you can monitor and manage these servers using the baseboard management controller. For
more information, see “Adding a System x or ThinkSystem BMC-based server that will be managed by
Operations Manager” on page 78.

For a description of the compatibility of a specific system with the Windows operating system and other
hardware components, see “Web resources” on page vii and the respective ServerProven page for that
system.

Supported servers

Lenovo Hardware Management Pack supports Lenovo and IBM servers.

Table 1. Supported Lenovo servers

Lenovo-supported hardware Server number

Lenovo Flex System e x280,x480,x880 X6 Compute Node (7196, 4258)
e x240 Compute Node (7162, 2588)

Lenovo NeXtScale e sd350 M5 (5493)
* nx360 M5 (5465)
* nx360 M5 DWC (5467, 5468, 5469)
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Table 1. Supported Lenovo servers (continued)

Lenovo-supported hardware Server number

Lenovo System x x240 M5 (2591, 9532)
x3250 M6 (3633, 3943)
x 3500 M5 (5464)
x3550 M4 (7914)
x3550 M5 (5463)
x3630 M4 (7158)
x3650 M4 (7915)
x3650 M5 (5462, 8871)
x3750 M4 (8753)
x3850 X6 (6241)

x3950 X6 (6241)

x440 (7167, 2590)

RD350
RD450
RD550
RD650
RS160
TD350
TS460

Lenovo ThinkServer

SD530 (7X20, 7X21, 7X22)
SN550 (7X16)

SNB850 (7X15)

SR530 (7X07, 7X08)
SR550 (7X03, 7X04)
SR630 (7X01, 7X02)
SR650 (7X05, 7X06)
SR850 (7X18, 7X19)
SR950 (7X11, 7X12)
ST550 (7X09, 7X10)
ST558 (7Y15, 7Y16) (China only)

Lenovo ThinkSystem **

Table 2. Supported IBM servers

System Server number

IBM BladeCenter HS12 (8014, 8028)
HS21 (8853)

HS22 (7870, 1911)
HS22V (7871%)

HS23 Type (7875%, 1929)
HS23E (8038*, 8039%)
HX5 (7872%)

LS21 (7971)

LS22 (7901)

LS41 (7972)

LS42 (7902)

IBM Flex System x240 Computer Node (7906*, 2585%)
x222 Computer Node (7916)"
x240 Computer Node (8737*, 8738*, 7863*)

x440 Compute Node (7917%)

6 Lenovo Hardware Management Pack for Microsoft System Center Operations Managerinstallation and User’s Guide



Table 2. Supported IBM servers (continued)

System

Server number

IBM NeXtScale

(5455)

IBM System x

x3100 M4 (2582, 2586)

x3100 M5 (5457)

x3200 M2 (4367, 4368)

x3200 M3 (7327*, 7328%)

x3250 M2 (4190, 4191, 4194)
x3250 M3 (4251*, 4252*, 4261)
x3250 M4 (2583, 2587)

x3250 M5 (5458)

x3300 M4 (7382%)

x3350 (4192, 4193)

x3400 M2 (7836*, 7837*)

x3400 M3 (7378*, 7379%)

x3450 (7948, 7949, 4197)

x3455 (7940, 7941)

x3500 M2 (7839%)

x3500 M3 (7380%)

x3500 M4 (7383*)

x3530 M4 (71607

x3550 (7978)

x3550 M2 (7946%)

x3550 M3 (4254, 7944*)

x3550 M4 (7914%)

x3620 M3 (7376%)

x3630 M3 (73777

x3630 M4 (7158%)

x3650 (7979)

x3650 M2 (7947%)

x3650 M3 (4255, 7945%)

x3650 M4 Type (7915%)

x3650 M4 HD (5460)

x3650 T (7980, 8837)

x3655 (7985)

x3690 X5 (7147, 7148*, 7149*, 7192)
x3750 M4 (8722*,8733%)

x3755 (7163, 8877)

x3755 M3 (7164)

x3850 M2 (7141, 7144, 7233, 7234)
x3850 X5 (7143, 7145, 7146*,7191)
x3850 MAX5 (7145*, 7146%)

x3950 M2 (7141, 7144, 7233, 7234)
x3950 X5 (7143, 7145*, 71467
x3950 MAX5 (7145*, 7146%)

x3850 X6 / x3950 X6 (3837, 3839)
iDataPlex dx360 M2 (6380, 7323*, 7321%)
iDataPlex dx360 M3 (6391)
iDataPlex dx360 M4 (7912*, 7913%)

Supported BladeCenter Chassis

Lenovo Hardware Management Pack supports BladeCenter Chassis.
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Table 3. Supported BladeCenter Chassis

Machine Name Machine Type
BladeCenter 7967
BladeCenter E 8677
BladeCenter H 8852, 7989
BladeCenter S 8886, 7779
BladeCenter T 8720, 8730
BladeCenter HT 8740, 8750

Supported Flex System Chassis
Lenovo Hardware Management Pack supports Flex System Chassis.

Table 4. Supported Flex System Chassis

Machine Name Machine Type

IBM Flex System Chassis 7893, 8721, 8724

Hardware and software requirements for the management server

Use the topics in this section to determine whether a system can be supported by Lenovo Hardware
Management Pack as a management server. A management server is supported if it meets the requirements
for Systems Center Operations Manager and is a supported hardware configuration.

Hardware and software requirements

Ensure that the management server satisfies the following hardware requirements for Lenovo Hardware
Management Pack for Microsoft System Center Operations Manager, depending on the number of managed
servers.

Hardware requirements

Note: Lenovo Hardware Management Pack for Microsoft System Center Operations Manager can manage
up to 500 servers.

Up to manage 100 Lenovo servers

Minimum Recommended
Processor 4-Core 2.66 GHz processor 4-Core 2.66 GHz processor
Memory 16 GB 32 GB
Free disk space 20 GB 40 GB
Network card 100 MBPS 10000 MBPS
Up to manage 300 Lenovo servers
Minimum Recommended
Processor 4-Core 2.66 GHz processor 8-Core 2.66 GHz CPU
Memory 16 GB 64 GB
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Minimum Recommended

Free disk space 20GB 40 GB

Network card 100 MBPS 10000 MBPS

Up to manage 500 Lenovo servers

Minimum Recommended
Processor 4-Core 2.66 GHz processor 8-Core 2.66 GHz CPU
Memory 32 GB 64 GB
Free disk space 20GB 40 GB
Network card 100 MBPS 10000 MBPS

Software requirements
¢ Microsoft .NET Framework v4.0 (see Microsoft .NET Framework 4 (Standalone Installer) website)
¢ PowerShell 3.0 (see Windows PowerShell 3.0 website)

¢ |Internet Explorer 10, with KB3087038 or later update (see Cumulative Security Update for Internet
Explorer 10 for Windows Server 2012 (KB3087038)

Supported versions of Microsoft System Center Operations Manager for
management servers

The following versions of Microsoft System Center Operations Manager for management servers are
supported:

Microsoft System Center Operations Manager 2016

Microsoft System Center Operations Manager 2012

Microsoft System Center Operations Manager 2012 R2

Microsoft System Center Operations Manager 2012 SP1

Microsoft System Center Operations Manager 2007

Microsoft System Center Operations Manager 2007 R2

Prerequisites for Hardware Failure Management
Verify each of the requirements:..

¢ Microsoft System Center Operations Manager (SCOM) and Microsoft System Center Virtual Machine
Manager (SCVMM) are installed.

¢ The managed nodes (Lenovo hardware servers) are in clusters and managed by SCVMM and SCOM.

¢ The Integrated Management Module (IMM) for the Lenovo hardware servers is correctly set, including the
IP address, CIM, SLP, and user accounts.

Supported operating systems for management servers

This topic provides a list of supported operating systems for management servers and links to additional
information.

¢ Microsoft System Center Operations Manager 2016

¢ Microsoft System Center Operations Manager 2012

¢ Microsoft System Center Operations Manager 2012 R2
¢ Microsoft System Center Operations Manager 2012 SP1

¢ Microsoft System Center Operations Manager 2007 R2: Refer to the "Management server or root
management server" row.
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¢ Microsoft System Center Operations Manager 2007 SP1: Refer to the "Management server or root
management server" row.

Notes: Microsoft System Center Operations Manager 2007 SP1 is supported on Windows Server 2008 and
Windows Server 2008 SP1/R2 but requires that you apply a set of hot fixes.For more information, see:

¢ Microsoft Support — Support for running System Center Operations Manager 2007 Service Pack 1 and
System Center Essentials 2007 Service Pack 1 on a Windows Server 2008-based computer webpage

e Microsoft Support — Description of System Center Operations Manager 2007 Service Pack 1 Update
webpage

Additional configuration requirements for management servers

All Operations Manager management servers within the same management group, require the same version
of Lenovo Hardware Management Pack is installed. Therefore, a mixed version of management packs is not
supported.

e Management servers managing a BladeCenter require one of the following versions of Lenovo Hardware
Management Pack is installed and imported to Operations Manager:
— Lenovo.HardwareMgmtPack.BladeCenter.mp
— Lenovo.HardwareMgmtPack.BladeCenter.v2.mp

¢ Management servers managing Flex System Chassis require one of the following versions of Lenovo
Hardware Management Pack is installed and imported to Operations Manager:
— Lenovo.HardwareMgmtPack.FlexSystem.mp
— Lenovo.HardwareMgmtPack.FlexSystem.v2.mp

Supported configurations and requirements for a managed system

The topics in section describe supported configurations and requirements for a managed system.

A properly configured managed system has the following requirements:

¢ |tis managed in an Operations Manager management group by a management server with a supported
configuration.

¢ l|tis installed on a supported server. For more information, see “Supported systems” on page 5.
¢ ltis running a supported version of Windows operating system.

¢ ltis running the required software for hardware management.

¢ |tis optionally running SQL server 2008 R2 sp3 or later version

Supported versions of IBM Systems Director Agent

A managed Windows system requires that a supported version of IBM Systems Director Agent is installed
and running.

The following table provides a list of IBM Systems Director Agent versions and indicates whether the version
is supported for a managed Windows system.

Note: Lenovo Hardware Management Pack does not support IBM Systems Director Agent on servers that
are denoted with a “**” in Supported systems. The power monitoring and management functions that depend
on IBM System Director Agent are not supported on these servers. Instead, you can monitor and manage
these servers using the baseboard management controller. For more information, see Adding a System x or
ThinkSystem BMC-based server that will be managed by Operations Manager.
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Table 5. IBM Systems Director Agent

Supported by Lenovo
Hardware Management Pack
IBM Systems Director Agent for Microsoft System Center
version Operations Manager Notes
6.3,6.3.1,6.3.2,6.3.3 Supported Platform Agent andCommon Agent are
supported.
6.2.0,6.2.1 Supported Platform Agent andCommon Agent are
supported.
6.1.1,6.1.2 Supported Platform Agent andCommon Agent are
supported.
5.20, 5.20.1, 5.20.2, 5.20.3x Supported IBM Director Core Services (also called Level-1
Agent) or Level-2 Agent

Supported configurations of IBM Systems Director Agent

The following table provides a list of information resources for the hardware and software supported by each
version of IBM Systems Director Agent.

Table 6. Supported configurations of IBM Systems Director Agent

IBM Systems
Director Agent
version

Supported hardware and software resources

6.3,6.3.1,6.3.2, | To view the most current Lenovo systems, products, and operating systems for v6.3.x, refer to:
6.3.3 IBM Systems Director V6.3.3 online documentation and select the applicable 6.3.x version.
6.2.0,6.2.1 . .
e To view a list of supported Lenovo systems and products for v6.2.x, refer to: Supported IBM
systems and products for IBM Systems Director 6.2.1.
e To view a list of supported Windows operating systems for v6.2.x, refer to: Supported operating
systems for IBM Systems Director 6.2.1.
6.1.2 e To view a list of supported Lenovo systems and products for v6.1.x, refer to: Supported IBM
systems and products for IBM Systems Director 6.1.2.
¢ To view a list of supported Windows operating systems for v6.1.x, refer to: Operating systems
supported by IBM Systems Director 6.1.2.
5.20.x

e To view a list of supported systems and products for v5.20, refer to: Supported IBM systems
and products for IBM Systems Director 5.20.

e To view a list of supported Windows operating systems for v5.20, refer to: Supported operating
systems for IBM Systems Director 5.20.

Supported configurations of managed systems with BMC or IPMI

A managed Windows system, with a Baseboard Management Controller (BMC) or an Intelligent Platform
Management Interface (IPMI), requires that a supported version of the IPMI driver stack is installed and

running.

Windows Server 2000 and Windows Server 2003
For Windows Server 2000 or Windows Server 2003, both the OSA IPMI device driver and the IBM
Mapping Layer for the OSA IPMI driver are required. The OSA IPMI device driver for a Windows system
is available at: OSA IPMI device driver v2.2.1.2 for Microsoft Windows Server 2000 and 2003 - IBM
BladeCenter and System x.
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Windows Server 2003 R2
For Windows Server 2003 R2, the IPMI driver must be installed and running. By default, the
MicrosoftIPMI driver is not installed.

Windows Server 2008
For all versions of Windows Server 2008, the MicrosoftIPMI driver is required. The MicrosoftIPMI driver
is automatically installed on servers that come with BMC or an IPMI. There is no need to install the IBM
Mapping Layer for OSA IPMI driver with the MicrosoftIPMI driver stack.

The IBM Mapping Layer for OSA IPMI for Windows is available at:

¢ IBM Mapping Layer for OSA IPMI for x86 version
¢ IBM Mapping Layer for IBM Mapping Layer for OSA IPMI for x64 version

To acquire and apply the latest firmware for the Baseboard Management Controller or an Intelligent Platform
Management Interface on a managed system, see the Lenovo Support Portal website.

Supported configurations of managed systems with Il
A managed Windows system, with () I, requires the -1l daemon is installed and running.

The -Il daemon for a Windows system is available at:

e “IBM Remote Supervisor Adapter Il Daemon v5.46 for Microsoft Windows IA32 - IBM System x webpage”
on page

e “IBM Remote Supervisor Adapter Il Daemon v5.44 for Microsoft Windows Server 2003/2008 (x64) - IBM
System x webpage” on page

For systems that come with a Baseboard Management Controller (BMC), which also have the Il installed, the
Il daemon is optional, if a supported Intelligent Platform Management Interface (IPMI) driver stack is installed
and running. However, the Il daemon adds additional in-band system management functions to the
functionality that is offered through the IPMI driver stack with a BMC.

IBM Systems Director Agent 6.x supports systems that have both BMC and Il. Use IBM Systems Director
Agent 5.20.3x with the Il daemon for these systems.

To acquire and apply the latest firmware for Il for a managed system, see the Lenovo Support Portal website.

Supported configurations of managed systems with ServeRAID-MR or MegaRAID
This topic describes the supported configurations of managed systems with ServeRAID-MR or MegaRAID.

The following table lists the requirements of systems with ServeRAID-MR or MegaRAID.

Table 7. Requirements for ServeRAID-MR and MegaRAID

IBM Systems
Director Agent | Additional software needed

6.3, 6.3.1,6.3.2, No additional software is needed. The is part of the Platform Agent.

6.3.3

6.2.0,6.2.1 No additional software is needed. The is part of the Platform Agent.

6.1.2 No additional software is needed. The is part of the Platform Agent.

5.20.x Download and install the LSI MegaRAID Provider for a Windows system from http://www.ibm.

com/systems/software/director/downloads/v52.html.
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To download and install the latest firmware and device driver for the ServeRAID-MR or MegaRAID controller
for a managed system, see the Lenovo Support Portal website.

Supported configurations of managed systems with ServeRAID-BR/IR or Integrated

RAID

This topic describes the supported configurations of managed systems with ServeRAID-BR/IR or Integrated

RAID.

The following table lists the requirements of systems with ServeRAID-BR/IR or Integrated RAID.

Table 8. Requirements for ServeRAID-BR/IR and Integrated RAID

IBM Systems
Director Agent
version

Additional software needed

6.3, 6.3.1,6.3.2, No additional software is needed. The is part of the Platform Agent.

6.3.3

6.2.0,6.2.1 No additional software is needed. The is part of the Platform Agent.

6.1.2 No additional software is needed. The is part of the Platform Agent.

5.20.x Download and install the LS| MegaRAID for a Windows system from http://www.ibm.com/

systems/software/director/downloads/v52.html.

To download and install the latest firmware and device driver for the ServeRAID-BR/IR or Integrated RAID
Controller for a managed system, see the Lenovo Support Portal website.

Supported configurations of managed systems with ServeRAID versions 8x/7x/6x
This topic describes the supported configurations of managed systems with ServeRAID versions 8x/7x/6x.

The following table lists the requirements of systems with ServeRAID controller versions 8x, 7x, and 6x:

Table 9. Requirements of ServeRAID versions 8x/7x/6x

IBM Systems
Director Agent
version

Additional software needed

6.3, 6.3.1,6.3.2, No additional software is needed. The is part of the Platform Agent.

6.3.3

6.2.0,6.2.1 No additional software is needed. The is part of the Platform Agent.

6.1.2 Not supported.

5.20.x Download and install the ServeRAID Manager 9.0 Windows L1 Agent or ServeRAID Manager 9.0

Windows L2 Agent from http://www.ibm.com/systems/software/director/downloads/v52.html.

To download and install the latest firmware and device driver for the ServeRAID-8x/7x/6x controller for a
managed system, see the Lenovo Support Portal website.

Supported configurations of managed systems with Power Monitoring
This topic describes supported configurations of managed systems with Power Monitoring.

The has the following hardware and software requirements:

e Servers that are denoted with a “**” in “Supported systems” on page 5 are not supported.
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e The physical hardware requires the latest versions of IMM and uEFI. IMM supports power monitoring and/
or power capping. For additional setup information see “Supported configurations of managed systems
with BMC or IPMI” on page 11.

¢ |IBM Systems Director Agent 6.2.1 or later

¢ The following Windows operating system versions:
Windows Server 2008

Windows Server 2008 SP1/R2

Windows Server 2008 SP1/R2 with Service Pack 1
Windows Server 2012
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Chapter 3. Installing Lenovo Hardware Management Pack and
other components

The topics in this section describe how to install, upgrade, uninstall, and reinstall Lenovo Hardware
Management Pack and other components.

Overview of the installation process

The installation process starts by first installing a supported version of Microsoft System Center Operations
Manager 2007 or 2012 on the management server. After Microsoft System Center Operations Managerand
Microsoft System Center Virtual Machine Manager have been installed, Lenovo Hardware Management Pack
can be installed on the management server.

Use the Operations Manager Discovery Wizard to add a Windows system on a System x server or a
BladeCenterBlade server that Operations Manager will manage.

When the Lenovo Hardware Management Pack installation is finished, the following Microsoft System Center
Operations Manager views are enhanced for System x and BladeCenter x86 systems:

Health explorer view
Examines the health state of the BladeCenter Chassis and components and individual servers at a
component level in a hierarchical view of availability, configuration, performance, and security.

Diagram view
Shows organizational views of the BladeCenter Chassis, System x, BladeCenter, and Compute Node
x86/x64.

Events view
Captures events that occur on specific or aggregate targets of the BladeCenter Chassis, System x, and
System x x86/x64 systems.

Active alerts view
Lists all alert notifications for specific or aggregate targets of the BladeCenter Chassis, System x, and
BladeCenter x86/x64 systems.

For more information and instructions for the installation process, select one of the following options:

¢ Microsoft System Center — Deploying System Center 2012 - Operations Manager website
¢ Microsoft System Center — Deploying System Center 2012 - Virtual Machine Manager

Installation requirements for Lenovo Hardware Management Pack

This topic describes the installation requirements for Lenovo Hardware Management Pack.

The following list outlines the installation requirements.

¢ You need to have administrative privileges for the system where you are installing Lenovo Hardware
Management Pack and also for the Operations Manager management group where you are importing the
management packs.

* You need to install Lenovo Hardware Management Pack on a Lenovo system that is running as a
Microsoft System Center Operations Manager management server. The server can be in the root
management server of the Operations Manager management group or a non-root management server in
the management group. See “Hardware and software requirements for the management server” on page
8 for detailed requirements.
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¢ |f Lenovo Hardware Management Pack is being installed on a server with Microsoft System Center

Operations Manager 2007, you should install Microsoft .NET Framework Version 4.0 first.

The versions of Lenovo Hardware Management Pack required for Microsoft System Center Operations
Manager 2007 and Microsoft System Center Operations Manager 2012 are listed in the tables below. Lenovo
Hardware Management Pack requires a minimum version as noted or a later, supported version.

Table 10. Lenovo Hardware Management Pack versions required for Microsoft System Center Operations Manager 2007

Management
Management Pack name Management Pack ID Pack version
Health Library System.Health.Library 6.0.5000.0
System Library System.Library 6.0.5000.0
Performance Library System.Performance.Library 6.0.5000.0
SNMP Library System.Snmp.Library 6.0.6278.0
Data Warehouse Library Microsoft.SystemCenter.Datawarehouse.Library 6.0.6278.0
System Center Core Library | Microsoft.SystemCenter.Library 6.0.5000.0
Network Device Library Microsoft.SystemCenter.NetworkDevice.Libary 6.0.6278.0
Windows Core Library Microsoft.Windows.Library 6.0.5000.0

Table 11. Lenovo Hardware Management Pack versions required for Microsoft System Center Operations Manager 2012

Management
Management Pack name | Management Pack ID Pack version
Health Library System.Health.Library 6.0.5000.0
System Library System.Library 6.0.5000.0
Performance Library System.Performance.Library 6.0.5000.0
SNMP Library System.Snmp.Library 6.0.6278.0
Data Warehouse Library Microsoft.SystemCenter.Datawarehouse.Library 6.0.6278.0
System Center Core Library | Microsoft.SystemCenter.Library 6.0.5000.0
Network Device Library System.NetworkManagement.Library 7.0.8107.0
Windows Core Library Microsoft.Windows.Library 6.0.5000.0

Before you install Lenovo Hardware Management Pack

This topic provides additional information that will assist you with the installation of Lenovo Hardware

Management Pack.

¢ For Microsoft System Center Operations Manager 2007, you can install the Lenovo Hardware
Management Pack for Microsoft System Center Operations Manager on either a root management server
or a non-root management server. A root management server is the first management server in a
management group, where you install Operations Manager.

¢ For Microsoft System Center Operations Manager 2012, you can install Lenovo Hardware Management
Pack for Microsoft System Center Operations Manager on a non-root management server.

¢ You must have a sufficient level of privilege and knowledge about the root management server and non-

root management server before you can start the installation process.

16  Lenovo Hardware Management Pack for Microsoft System Center Operations Managerinstallation and User’s Guide




¢ There is only one installation package for Lenovo Hardware Management Pack for both the Windows 32-
bit and 64-bit operating systems. To start the installation, follow the instructions for locating and launching
the correct installation package in “Installing Lenovo Hardware Management Pack ” on page 17.

¢ If you have an earlier version of Lenovo Hardware Management Pack installed on a management server or
the management packs have already been imported to Operations Manager, see “Upgrading to Lenovo
Hardware Management Pack for Microsoft System Center Operations Manager” on page 22.

Note: You can install or uninstall Lenovo Hardware Management Pack by using the Lenovo XClarity
Integrator Installer for Microsoft System Center. Refer to the Lenovo XClarity Integrator Installer for
Microsoft System Center Users Guide at the System Management with Lenovo XClarity Solution website
for more information on how to perform this action.

Installing Lenovo Hardware Management Pack

The following procedure describes how to install Lenovo Hardware Management Pack.

Before you begin

If you are running Microsoft System Center Operations Manager 2007 Service Pack 1 (SP1) on Windows
Server 2008, install the service packs for both Windows Server 2008 and Microsoft System Center
Operations Manager 2007 SP1 before proceeding with the Hardware Management Pack installation.

For more information about how to install service packs, refer to: Microsoft Support — Support for running
System Center Operations Manager 2007 Service Pack 1 and System Center Essentials 2007 Service Pack 1
on a Windows Server 2008-based computer webpage.

Procedure

Step 1.

Step 2.

Step 3.

In the File Details section of the Lenovo Hardware Management Pack for Microsoft System Center
Operations Manager website web page, locate the file named lnvgy sw_hwmp_x.x.x_windows 32-
64.exe and download Lenovo Hardware Management Pack for Microsoft System Center
Operations Manager.

To start the installation process, double-click the downloaded installation executable file: lnvgy _
sw_hwmp_x.x.x_windows_32-64.exe.

For more information about installing Microsoft System Center Operations Manager 2007, see: the
Microsoft System Center — Operations Manager 2007 R2 Quick Start Guide.

For more information about installing Microsoft System Center Operations Manager 2012, see:
Microsoft System Center — Deploying System Center 2012 - Operations Manager website.

The Welcome to the InstallShield Wizard forenovo Hardware Management Pack for Microsoft
Operations Manager v7.2.0 page opens.

Note: If the installer cannot find Microsoft System Center Operations Manager on your system, the
installation closes.

Click Next.
The Software License Agreement page opens.
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13! Lenovo Hardware Management Pack for Microsoft Syst... I;Ii-

Software License Agreement ‘

Please read the following license agreement carefully, ko
g g Y I ‘h

IMPORTANT: READ CAREFULLY -

Two license agreements are presented below.

1. Lenovo International License Agreement for Evaluation of Programs
2. Lenovo International Program License Agreement

If Licensee is obtaining the Program for purposes of productive use (other than

evaluation, testing, trial "try or buy.” or demanstration): By clicking on the
"Arrant” hitton helnw | irenzes arrents the | annun Intarnatinnal Proaram

Read Mon-enowvo Terms

() I accept both the Lenovo and the non-Lenovo terms.

(® I do not accept the terms in the license agreement.
Installshield

Print | | < Back ” Mext = | | Cancel

Figure 1. Software License Agreement

Step 4. Read the Software License Agreement for Lenovo terms and then click Read Non-Lenovo Terms
to read the Non-Lenovo Terms. If you agree and accept both the Lenovo and Non-Lenovo terms,
select | accept the Lenovo and the non-Lenovo terms and click Next.

Step 5. On the Select Installation Mode page, select one of the following installation modes:

Full Installation

This option installs all components, including Lenovo XClarity Integrator Unified Service and
PostgreSQL.

Console Only

This option installs only console-related components. Select this option when only SCOM
Operations Console is on the server.

Step 6. On the Destination Folder page, verify whether the default target location is correct and click Next,
or click Change to select a target folder for the installation software and then click Next.
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Destination Folder

lick, Mext to install ko this folder, or dlick Change to install to a different Folder,

Install Lenowvo Hardware Management Pack For Microsoft System Center
Operations Manager v3.6 to:

Z:\Program FilesiLenovoiLenovio Hardware Management Pack),

Inskallshield

Figure 2. Destination folder

Step 7. If your system had a previous installation of Lenovo Hardware Management Pack, the Program
Maintenance page opens. Select Remove function to uninstall the Lenovo Hardware Management
Pack package from only the local system, and not from Operations Manager.Use the Operations
Manager Console to delete the management packs from Operations Manager.

Ready to Repair the Program

The wizard is ready to beqin installation,

Click Install to begin the installation.

If wou want bo review or change any of yvour installation settings, click Back. Click Cancel to
exit the wizard,

Installshield

Install | | Zancel

Figure 3. Ready to Repair Program
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Step 8.

Step 9.

Step 10.

Step 11.

Step 12.

Step 13.

Step 14.

Click Next to confirm the installation.

If you are installing on a non-root management server, you need to manually configure the root
management server name.

If you selected “Full Installation” mode, click Next to install Lenovo XClarity Integrator Unified
Service and PostgreSQL.

a. Enter the password and port for PostgreSQL, and click Next.
b. Enter the password and port for Lenovo XClarity Integrator Unified Service, and click Next.

Note: During installation, you must select the database to for Lenovo XClarity Integrator Unified
Service. Unified Service supports PostgreSQL and SQL database servers. If you choose to use a
PostgreSQL server, a new PostgreSQL database is installed on the server. If you chose to use a
SQL server, you must provide SQL server information. For more information about these database,
see the Lenovo XClarity Integrator Unified Service online documentation.

When the installation is finished, select Read me and Import Management packs to the
Operations Manager, and then click Finish.

Notes:

e Import management packs to Operations Manager is displayed when the software dependency is
satisfied. When this option is not displayed, you must import the management packs manually.
The imported management packs may not be visible from Operations Manager Console until
Operations Manager refreshes the management pack inventory data. If the Import management
packs to Operations Manager is not displayed, perform the following steps to manually import the
management packs.

¢ |mporting management packs to Operations Manager might fail if the old management packs
cannot be removed correctly. In this case, remove the old management packs from Operations
Manager manually, and import the new management packs using the following steps.

¢ To migrate data from PostgreSQL to SQL, select Migrate data from PostgreSQL to SQL
SERVER. The Lenovo XClarity Integrator Administration panel is displayed for migrating data
(seeMigrating data from PostgreSQL to SQL).

Read the PostSetupChecklist.rtf file and take the suggested actions. The PostSetupCheckLlist.rtf
file is installed in: %Program Files%\Lenovo\Lenovo Hardware Management Pack\.

Open the Operations Manager Console to import the Lenovo Hardware Management Pack
management packs to Operations Manager.

Click the Administration button, right-click Management Packs, and then click Import
Management Packs.

Follow the wizard directions to manually import the five Lenovo Hardware Management Pack
management packs.By default, the management packs are installed in %Program Files%\Lenovo
\Lenovo Hardware Management Pack\Management Packs.

Lenovo Hardware Management Packs

After the Lenovo Hardware Management Packs are successfully imported, the Lenovo Hardware
Management Packs listed below are displayed in the Administration pane of the Operations Manager

Console.

For Microsoft System Center Operations Manager 2012, the Lenovo Hardware Management Packs are:

Lenovo Hardware Management Pack - Common Library:
Lenovo.HardwareMgmtPack.Common.mp

Lenovo Hardware Management Pack for Lenovo System x and x86/x64 Blade Systems:
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Lenovo.HardwareMgmtPack.xSystems.mp

Lenovo Hardware Management Pack for BladeCenter Chassis and Modules:
Lenovo.HardwareMgmtPack.BladeCenter.v2.mp

Lenovo Hardware Management Pack Hardware IDs Library:
Lenovo.HardwareMgmtPack.HardwareIDs.mp

Lenovo Hardware Management Pack - Relation Library:
Lenovo.HardwareMgmtPack.Relation.v2.mp

Lenovo Hardware Management Pack for Lenovo Flex System Chassis and Modules:
Lenovo.HardwareMgmtPack.FlexSystem.v2.mp

Lenovo Hardware Management Pack - Flex Relation Library:
Lenovo.HardwareMgmtPack.RelationCMM.v2.mp

Lenovo Hardware Management Pack for Lenovo Integrated Management Module:
Lenovo.HardwareMgmtPack.IMM2.v2.mp
For Microsoft System Center Operations Manager 2007, the Lenovo Hardware Management Packs are:
Lenovo Hardware Management Pack - Common Library:
Lenovo.HardwareMgmtPack.Common.mp

Lenovo Hardware Management Pack for Lenovo System x and x86/x64 Blade Systems:
Lenovo.HardwareMgmtPack.xSystems.mp

Lenovo Hardware Management Pack for BladeCenter Chassis and Modules:
Lenovo.HardwareMgmtPack.BladeCenter.mp

Lenovo Hardware Management Pack Hardware IDs Library:
Lenovo.HardwareMgmtPack.HardwareIDs.mp

Lenovo Hardware Management Pack - Relation Library:
Lenovo.HardwareMgmtPack.Relation.mp

Lenovo Hardware Management Pack for Lenovo Flex System Chassis and Modules:
Lenovo.HardwareMgmtPack.FlexSystem.mp

Lenovo Hardware Management Pack - Flex Relation Library:
Lenovo.HardwareMgmtPack.RelationCMM.mp

Lenovo Hardware Management Pack for Lenovo Integrated Management Module:
Lenovo.HardwareMgmtPack.IMM2.mp

Note: Sometimes management pack entries do not display immediately after the installation. Refresh the
window by pressing F5, or wait a few minutes for the management pack entries to display.

Installing Lenovo Hardware Management Pack on more than one
management server

The following procedure describes how to install Lenovo Hardware Management Pack on more than one
management server.
Procedure

Step 1. Install Lenovo Hardware Management Pack on all the required management servers for your
system.

Step 2. Import the management packs on one of the management servers to Operations Manager.
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Note: To manage more than one BladeCenter in disparate networks, install Lenovo Hardware
Management Pack on more than one management server. This enables communication with the
respective BladeCenter by using SNMP. A management server can manage more than one
BladeCenter Chassis as long as the management server can use SNMP to communicate with the
target chassis.

For more detailed information about importing management packs, refer to the documentation for
Microsoft System Center Operations Manager 2007 or Microsoft System Center Operations
Manager 2012.

Installing

Installation of the premium feature is optional. This feature enables power management on power-capable
target systems.

Before you begin
For a list of servers that provide power management capabilities, see “Supported systems” on page 5.
About this task

Unlike the Lenovo Hardware Management Pack installation, the installation must be performed on every
endpoint where power management functionality is desired.

Procedure
e | ocate the installation file, IBMPowerCIMInstaller.msi.

By default, the installer file is in the toolbox directory: %ProgramFiles%\Lenovo\Lenovo Hardware Management
Pack\toolbox.

e Torun an automated silent installation of the without user interface prompting, execute the following
command: msiexec /gn /i IBMPowerCIMinstaller.msi.

When the installation is run in silent mode, the default folder location C:\Program Files\IBM\IBM Power CIM
Provider\ is used as the target for all installation files.

The user interface level of the installation program can be controlled with standard msiexec command-
line parameters.

e Similarly, to run a silent uninstallation of the , execute the following command: msiexec /gn /x
IBMPowerClIMiIinstaller.msi.

e The installer executes a customizable action-batch script during the installation process to register the
provider with the IBM Systems Director Agent CIM server.

If any errors occur while running this script, the details of the errors are logged to a file called
RegIBMPowerCIM.log in the installation directory. Consult this file for more detailed information about
installation and uninstallation results.

¢ Do not run more than one instance of the Power CIM installer at a time.
IBM Power CIM installer cannot detect multiple, simultaneous installation instances of itself.

Upgrading to Lenovo Hardware Management Pack for Microsoft System
Center Operations Manager

If an earlier version of Lenovo Hardware Management Pack is already installed, you must manually uninstall
the earlier version before installing the new version.

1. Uninstall Lenovo Hardware Management Pack from Add or Remove Programs.
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2. Uninstall Lenovo XClarity Integrator Unified Service from Add or Remove Programs.
3. Install the new Lenovo Hardware Management Pack.

To upgrade to v7.2.0, on the Operations Manager Console, place the management server where you are
installing Lenovo Hardware Management Pack, in maintenance mode. Keep the management server in
maintenance mode until you finish importing the new management pack.

Note: When upgrading from v6.3 or earlier, the automatic import MP function might not import the new
management pack. You need to manually import the management pack when upgrading from v6.3 or earlier.

Upgrading Lenovo Hardware Management Pack on more than one
management server

If you are upgrading Lenovo Hardware Management Pack on more than one management server, complete
the following procedure.

Procedure

Step 1. Finish installing Lenovo Hardware Management Pack on all of the management servers completely
before importing the management packs.

Step 2. When the installation is finished, take the management servers out of maintenance mode.

Uninstalling Lenovo Hardware Management Pack

The following procedure describes how to uninstall Lenovo Hardware Management Pack.

Procedure

Step 1. Place the server from which you are uninstalling Lenovo Hardware Management Pack, into
maintenance mode.

Step 2. Remove the management pack entries from the Operations Manager Console. For more
information, see “Deleting Lenovo Hardware Management Pack” on page 23.

Step 3. Use Add or Remove Programs to remove Lenovo Hardware Management Pack.

Deleting Lenovo Hardware Management Pack

To prevent errors caused by missing runtime support libraries, delete the management packs from
Operations Manager first before removing the Lenovo Hardware Management Pack package. Errors can also
occur if you uninstall Lenovo Hardware Management Pack from more than one management server.

Before you begin

If you plan to continue using Lenovo Hardware Management Pack, but only need to move the responsibility
of one management server to another server, make sure that a new designated management server has
taken over the responsibility successfully before you remove the installed Lenovo Hardware Management
Pack package.

Procedure

Step 1. In the Administration pane of the Operations Manager Console, select and delete the following
management pack entries of Lenovo Hardware Management Pack from Operations Manager:
® Lenovo Hardware Management Pack Common Library

Lenovo Hardware Management Pack for System x and x86/x64 Blade Systems

Lenovo Hardware Management Pack for BladeCenter Chassis and Modules

Lenovo Hardware Management Pack Hardware IDs Library

Lenovo Hardware Management Pack Relation Library
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¢ Lenovo Hardware Management Pack for Flex System Chassis and Modules
¢ Lenovo Hardware Management Pack Flex Relation Library
¢ |enovo Hardware Management Pack for Lenovo Integrated Management Module

Step 2. Remove the software package and files as described in “Uninstalling the software package” on
page 24, by using the Add/Remove Programs option.

Removing the

The following procedure describes how to remove the .
About this task

To remove the , perform step 1. Step 2 provides explains how to view uninstallation results and debug
information.

Procedure

Step 1. By using Add/Remove Programs on the managed server, select the you want to remove, and click
uninstall. The CIM Server, wmicimserver may take a few minutes to completely unload the .

Step 2. Check the installation directory for a file called RegIBMPowerCim.log, which lists the output from the
uninstallation process. This log file will indicate whether an error may have occurred during
uninstallation.
¢ To avoid unpredictable results, uninstall the before uninstalling the IBM Systems Director Agent.

¢ |f you accidentally uninstall IBM Systems Director Agent first, and then try uninstalling , the may
not get uninstalled. Complete the following steps.

1. To uninstall, reinstall IBM Systems Director Agent, and repair the .
2. Uninstall , and then uninstall the IBM Systems Director Agent.

Uninstalling the software package

The following procedure describes how to uninstall Lenovo Hardware Management Pack.

Procedure

Step 1. Remove the management pack entries as described in “Deleting Lenovo Hardware Management
Pack” on page 23.

Step 2. Uninstall the software package and files entirely by using Add/Remove Programs in the Windows
Control panel, select Remove the Lenovo Hardware Management Pack for Microsoft System
Center Operations Manager 2007, v5.5.

Downgrading to a previous version of Lenovo Hardware Management
Pack

To downgrade Lenovo Hardware Management Pack to a previous version of Lenovo Hardware Management
Pack, complete the following procedure.

Procedure
Step 1. Uninstall the current version of Lenovo Hardware Management Pack.
Step 2. Reinstall the prior version of Lenovo Hardware Management Pack.
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Information about reinstalling Lenovo Hardware Management Pack

If you recently removed management packs from the Operations Manager Console, you need to wait for the
settings to be propagated to the Operations Manager Console database before you can reinstall.

Important: If you do not wait for the removal of the management packs to register, reinstalling can result in
managed clients not being listed in Operations Manager.

See Microsoft Support —Discovery information is missing after you delete and then reimport a management
pack in Microsoft System Center Operations Manager 2007 for information about this known limitation for
Microsoft System Center Operations Manager.

If you remove the management packs from the console, you detach Lenovo Hardware Management Pack
from the Microsoft System Center Operations Manager server. You must then reinstall Lenovo Hardware
Management Pack into Microsoft System Center Operations Manager and add the management packs back
to the console view.

Configuring BladeCenter SNMP settings

BladeCenter Chassis that are correctly enabled for SNMP can be discovered automatically by Microsoft
network device discovery. After installing Lenovo Hardware Management Pack, you can determine if the
BladeCenter Chassis are discoverable by completing the following procedure.

Procedure

Step 1. To view the Microsoft System Center Operations Manager consoles that discover BladeCenter
Chassis, click Lenovo Hardware = Lenovo BladeCenters and Modules - Windows
Computers for managing Lenovo BladeCenters.

Use this view to identify the health of computers that have Lenovo Hardware Management Pack
installed and are able to discover and manage BladeCenter Chassis and components.

Step 2. To monitor BladeCenter Chassis and modules, click Monitoring = Lenovo Hardware - Lenovo
BladeCenter(s) and Modules.

Chassis units are displayed in the results pane followed by a view of their components and
organized the same way management modules present components:

BladeCenter Blades

BladeCenter Chassis

BladeCenter Cooling Modules

BladeCenter I/O Modules

BladeCenter Management Modules

BladeCenter Media Modules

BladeCenter Power Modules

BladeCenter Storage Modules

Each module type has a health state and the following properties:
¢ A product name and a logical name for blades

¢ A product name and a logical name for the module

¢ Physical location information

Step 3. Log in to the BladeCenter AMM web console.

Step 4. To set ports for SNMP communication for a BladeCenter Chassis that has not been discovered
automatically, click MM Control - Port Assignment on the management module web console.
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Serial Port SNMP Agent 161

Port Assignments

Network Interfaces SNMP Traps 162

Step 5.

Step 6.

Figure 4. Default SNMP ports

Use the default SNMP ports of 161 for agent (queries/polling) and 162 for trapping. It is important
for the SNMP port settings to be consistent. Otherwise, Operations Manager cannot discover the
BladeCenter Chassis.

To change the SNMP settings, click MM Control = Network Protocols - Simple Network
Management Protocol SNMP and complete the following steps.

a.

Select Enabled for SNMP Traps, SNMP v1 agent.

Table 12. SNMP settings

Community | Access
name type Fully qualified host name or IP address

Public Set yourOpsMgrServer.yoursite.yourcompany.com

Enter the following information for each Operations Manager management server that
manages the BladeCenter:

e Community name is assigned to the BladeCenter through which SNMP communicates.
¢ The Fully qualified host name or the IP address.

From the Access type list, select Set. Set is the access type required for enabling the
management tasks. A task example is remotely powering on or off a blade server through the
Operations Manager Console.

If you do not intend to allow this type of task through the Operations Manager Console, you
can lower the access type to Trap. At a minimum, the Trap access type must be set for the
Operations Manager server to perform SNMP queries and receive SNMP traps from the
BladeCenter.

To receive events from management modules, a network connection must exist between the
management module and Operations Manager. You must also configure the management module
to send events.

To enable alerts using SNMP over the LAN in firmware revision 46, click MM Control - Alerts. In
the right pane, under Remote Alert Recipients, click the not used link to configure the alert
recipient as illustrated in the next figure. This step might vary slightly depending on the firmware
level.
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Remote Alert Recipient 3 @

1. If you enable a SNMP over LAN recipient, you also need to complete the SNMP section on the Network Protocols

page.
2. Ifyou enable an E-mail over L&N recipient, you also need to complete the SMTP section on the Network Protocols
page.

By entering an email or SNMP address not assigned to your company, you are consenting to share hardware serviceable
events and data with the owner of that email or SNMP address not assigned to your company. In sharing this
infor mation, you warrant that you are in compliance with all import/fexport laws.

Status v

Name

Notification method SNIVIP ower LAN v:
Receives critical alerts only O

[ Reset to Defaults ][Cancel ” Save ]

Figure 5. Enabling alerts using SNMP

a. Inthe new Remote Alert Recipient window, change the status from Disabled to Enabled.

b. Inthe Name field, enter a descriptive name for the management server for Operations
Manager that you will use for managing the BladeCenter. See “Discovering a BladeCenter in
Microsoft System Center Operations Manager 2007” on page 28 for more about the
Management Server setting.

c. From the Notification method list, select SNMP over LAN .

Click Save.
The following figure is an example of a completed Remote Alert Recipient.

Remote Alert Recipient 3 @

1. If you enable a SNMP over L&N recipient, you also need to complete the SNIMP section on the Network Protocols

page.
2. If you enable an E-mail over LAN recipient, you also need to complete the SMTP section on the Network Protocols

page.

By entering an email or SNMP address not assigned to your company, you are consenting to share hardware serviceable
events and data with the owner of that email or SNMP address not assigned to your company. In sharing this
information, you warrant that you are in compliance with all import/fexport laws.

Status [Enabled v

Name |SCOM_RSM_01

Notification method SNMP over LAN v/
Receives critical alerts anly O

[ Reset to Defaults HCanteI ” Save ]

Figure 6. Remote Alert Recipient

Step 7. Complete the following instructions for firmware revision 46:
a. Inthe navigation pane, under MM Control, click Alerts.
b. From the context menu, select Monitor Alerts.
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c. Select the alerts to send, and click Save.

The following figure provides an example of what is displayed after completing this task.

Monitored Alerts @

Use enhanced alert categories

Critical Alerts Warning Alerts Informational Alerts

Chassis/System Management )
Cooling Devices )
Power Modules ) &
Blades 2]
1/0 Modules ]
Storage Modules &
Event Log V) ]
Pawer On/Off
Inventory change
Network change ™
User activity &

Figure 7. Monitored alerts

Discovering a BladeCenter in Microsoft System Center Operations
Manager 2007

The following procedure describes how to discover a BladeCenter in Microsoft System Center Operations
Manager 2007.

About this task
This task is performed from the Operations Manager Console.

Procedure

Step 1. In navigation pane, click Administration - Device Management - Agent Managed -
Discovery Wizard to start the Computers and Device Management Wizard.
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Step 2.

- Computer and Device Management Wizard

Discovery Type

Discoveny Method Choose the lm_&_ﬂf computers or devices to discover and manage.
Select Dbsects to Manage
Summean Wind & rers
i This enables you to discover Windows computers in pour
_"“J Active Diectory enviconment and to install agents on the

! ’: £ ones you wank o manage.

. Unix,/Linux computers
— Thiz enables you to discover Unix and Linux computers in
your enviionment and install agents on the ones you want to
manage.

Network devices
. “**%1 This enables you to specify an IP r1ange to discover network
’ devices and monitor them using SHMP,

Select a discovery type and click Mesxt to continue.

e |[News | Dioie

Figure 8. Discovery Wizard

On the What would you like to manage page, click Network devices and click Next, as shown in

the figure above for Microsoft System Center Operations Manager 2007 R2.

Note: For Microsoft System Center Operations Manager 2007 SP1, make the following selections:

a. Click Advanced discovery for the Auto or Advanced?.
b. Click Network Devices for Computer & Device Types.

c. From the Management Server list, select the management server that will discover and

manage the BladeCenter.
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M- Computer and Device Management Wizard

Discovery Type
Discovery Method Specify Network Addresses
Select Obects to Manage
Bt e e Specify a starting and ending addresses
SuETimiany Start: End:

— 1

Simple Network Management Protocol (SNMP) Community Strings

The password used to discover network devices is called a "community string”, Please
specify your network device community string.

‘Community string:

Euh!ir_

EI__mgi_g Ne{wnrk Management Protocol {(SNMP) Community Yersion
Yersion:

[ETTTR—— - |

IistovEry it eyl

Discovery Timeot [ 25 [nses =

Management Server
|kkROD4.5COMR2.com |

Figure 9. Discovery Method

Step 3. On the Discovery Method page, enter the following information:

a. Specify Network Addresses: Provide an IP address range for discovery. Enter the start and
end |P addresses.

Community String: Enter the name used on the chassis SNMP settings.
Version: From the Version list, select SNMPv1 .
Discovery Interval: Select the Discovery Timeout, selecting the timeout number of minutes.

® a0 0o

Management Server: Select the Microsoft System Center Operations Manager management
server that will discover and manage the target BladeCenter.

Note: Ensure the management server that has Lenovo Hardware Management Pack installed
is also setup to discover and manage the target chassis through its SNMP settings. For more
information, see “Configuring BladeCenter SNMP settings” on page 25 and “Discovering a
Flex System Chassis enabled for SNMP” on page 39.

f.  Click Discovery to open the Select Objects to Manage page.
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smputer an

_‘L Select Objects to Manage

Introduchon @ Help
Auto or Advanced? Discovery Results

Discovery Method
The discovery process found the Following un-managed devices.

Admnistrator Account

Select the devices you want to manage:

[A scom.-T100 xLab Jocsl

Select Al | Deselect Al |
Managament Server
|ScoMMe-SP1 dLab jocal
Management Mode:
[agent H
<Brevious |[Nea> | Cancel

Figure 10. Select Objects to Manage

Step 4. Complete the following steps, and then click Next.
a. Select the devices you want to manage: Select the IP address of the chassis unit to manage.
b. Management Server: Accept the default values.
c. Management Mode: Accept the default values.
Note: For Microsoft System Center Operations Manager 2007 SP1, enter the name of the Microsoft

System Center Operations Manager Management Server that you entered in the Proxy Agent field
on the Auto or Advanced page.

Discovering a BladeCenter in Microsoft System Center Operations
Manager 2012

The following procedure describes how to discover a BladeCenter in Microsoft System Center Operations
Manager 2012.

About this task
This task is performed from the Operations Manager Console.

Procedure

Step 1. In the navigation pane, click Administration - Device Management - Agent Managed -
Discovery Wizard to start the Computers and Device Management Wizard.

Step 2. In the navigation pane, click Discovery Types.
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Figure 11. Discovery types

Step 3. On the What would you like to manage page, click Network devices and click Next, as shown in
the figure above.
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Step 4.

Step 5.
Step 6.
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Figure 12. General Properties page

On the General Properties page, complete the following steps, and then click Next.

a. Inthe Name field, enter the name of the discovery rule.

b. Select Available management server.

c. Select Resource pool.

On the Discovery Method page, select Explicit Discovery and click Next.
On the Default Accounts page, select Create Account and click Finish to create the community

string.

The Create Run As Account Wizard starts, and the Introduction page opens.
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Figure 13. Introduction

Step 7. On the Introduction page, click Next.
The Devices page opens.
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Figure 14. Devices

Step 8. On the Devices page, click Add.
The Add a Device dialog box opens.

Step 9. In the Add a Device dialog box, complete the following steps:
1. In the BladeCenter IP address field, enter the IP address of the BladeCenter.
2. From the Access Mode list, select SNMP.
3. Inthe SNMP V1 or V2 Run as account field, change the value for SNMPV1 or SNMPV2.
4. Click OK to return to the Discovery Wizard.

If you have additional devices to add, repeat steps 8 and 9.
Step 10. Click Next to complete the Discovery Wizard.
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Figure 15. Creating the discovery warning

Note: If a Warning window opens asking if you would like to distribute the accounts, select Yes to
complete the Discovery Wizard.

The Completion page opens.
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Figure 16. Discovery Wizard Completion

Step 11. On the Completion page, select one of the following options:

¢ (Click Run the network discovery rule after the wizard is closed and click Close. The
progress of a network discovery rule running after the Discovery Wizard has closed is displayed.

e C(Click Close, and go to the Discovery Rules page to select a Discovery Rule to run.
The Discovery Rules page opens.

Chapter 3. Installing Lenovo Hardware Management Pack and other components 37



Fls Ed Vew Go Tals Todk Felp

™ s fn

[Ered (e @ .

Adirndration
4 Rawmentiren
A, Canneched Mans pErspnk Groum
# by D Mangnient
i hgreounagnd
e Agrobinabanage
Al e nl Tt
& Panding Managemert
| UD€ gt
W Management Facio
@ 3 Hebuark Musigemank
] Disroretmy Buser
2 Ratwark e
3% Httanih Do s Bereding M gosent
a [ doahcations
gy thaennah
& subiorinem
Sj fubnicrighion:

P Taaki

x 0 @

Actiong -

Discorenry Rt [1]
ok Lk for |

Harm * | Tyem
l\‘tbdlcl)umdfrlut Espiit

Fird Mow Clatr
| Motwork Ducovery Sorver . ¢ | Satn

o | g T

(i Rebwin
| 5 Discover etwen Devioes..

3 Peopariier

Eetadls:

L

L

| Metwark Discovery Rise Cresavipd b

Lopdect
Bastvcah, Dibriropry Tt viw|  vamacns, SODFRIH Hat
Zaha L]
B
it Fendiing

Lint Bun Tiees:

& & FrodetCennedon
< Ikl  eannaiion
i Bt oune Poch
a )y Ban g Corfguerin
] Ascounty
. prafe =l
ooty Wowd...,

W woinoing
o hurthorieg

& Admiuion
i qrTTe—

o
Figure 17. Discovery Rules

Step 12. Select a Discovery Rule and click Run.

Removing a discovered BladeCenter Chassis

The following procedure describes how to remove a discovered BladeCenter Chassis from a group of
discovered systems.

About this task
This task is performed from the Operations Manager Console.

Procedure

Step 1. Click Administration - Device Management - Network Devices.

A list of BladeCenter Chassis is displayed in the results pane.

Step 2. Right-click a BladeCenter Chassis and select Delete to start the delete task.

When the chassis and its discovered components are removed from the group, the following
components are no longer displayed for the BladeCenter that was deleted:

BladeCenter Blades

BladeCenter Chassis

BladeCenter Cooling Modules

BladeCenter I/0O Modules

BladeCenter Management Modules

BladeCenter Media Modules

BladeCenter Power Modules
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¢ BladeCenter Storage Modules

Discovering a Flex System Chassis enabled for SNMP

A Flex System Chassis that is correctly enabled for SNMP can be discovered automatically by the Microsoft
network device discovery. After installing Hardware Management Pack, you can verify if the Flex System
Chassis is discoverable.

Procedure

Step 1.

Step 2.

Step 3.

To discover a Flex System Chassis, click Lenovo Hardware = Lenovo Flex Systems and
Modules - Windows Computers for managing Lenovo Flex Systems Chassis(s).You can also
use this view to identify the health of computers that have Hardware Management Pack installed
and discover and manage Flex System Chassis and components.

To monitor Flex System Chassis and modules, click Monitoring = Lenovo Hardware - Lenovo
Flex System Chassis(s) and Modules.

Chassis units are displayed in the results pane and include a view of their components organized in
the same way that the management modules present components:

e Lenovo Flex System Compute Nodes/Storage

Lenovo Flex System Cooling Modules

Lenovo Flex System FanMux Modules

Lenovo Flex System I/O Modules

Lenovo Flex System Management Modules

Lenovo Flex System Power Modules

Lenovo Flex System RearLED Modules

Each module type has a health state and the following properties:
¢ A product name and a logical name for the module
e Physical location info

Log in to the IBM Flex System Chassis CMM web console. To set SNMP communication ports for a
Flex System Chassis, that has not been discovered automatically, click Mgt Module Management
= Network = Port Assignments on the Chassis management module web console.

Mgt Module Management - ST

User Accounts Create and modify user accounts that wil have access to this wi
Firmware View CMM femware information and update firmware

Security Configure security protocols such as S5L and SSH

Network MNetwork settings such as SNMP and LDAP used by the CMM

Figure 18. Default SNMP ports

It is important for the SNMP port settings to be consistent. Otherwise, Operations Manager cannot
discover the Flex System Chassis. Use the following default SNMP ports:

e 161 for agent (queries/polling)

* 162 for trapping
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Serial Port SNMP Agent 161

Port Assignments

Network Interfaces SNMP Traps 162

Figure 19. Setting default SNMP ports

Step 4. To change the SNMP settings, click Mgt Module Management = Network = SNMP. There are
two SNMP agent versions that can be selected for System Center Operations Manager (SCOM) to
manage the Flex chassis. Select one of the following methods:
¢ Method 1: Enabled for SNMPv1 Agent
¢ Method 2: Enabled for SNMPv3 Agent

To receive events from the management modules, a network connection must exist between the
management module and the Microsoft System Center Operations Manager. You must also
configure the management module to send events.

Step 5. Using SNMP over LAN, click Events = Event Recipients.

|

Events = | Service and Support *  Chassis Management * Mgt Module Management =

Event Log Full log history of all events ‘

Event Recipients add and modify E-Mail, SNMP, and Syslog recipients ‘

Figure 20. Selecting Event Recipients

Step 6. Click Create - Create SNMP Recipient.

Event Recipients

Create ¥ | Delete | Global Settings || Syslog Settings || Generate Test Event

Create E-mail lification Method Events to Receive Status
Recipient .. . : :

[ nail over LAM As defined in Global Settings Disabled
Create SNMP Recipient b over LAN As defined in Global Settings Enabled
9.125.90.84 SHMP over LAM As defined in Global Settings Enabled
9.115.252 91 SHMP over LAN As defined in Global Settings Enabled

Figure 21. Create Event Recipients

Step 7. In the Create SNMP Recipient dialog box, complete the following steps.
¢ |n the Descriptive name field, enter a name.
¢ From the Status list, select Enable this recipient.
¢ For Events to Receive, select Use the global settings or Only receive critical alerts.
¢ (Click OK to return to the Event Recipients page.
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Step 8.

Step 9.

Event Recipients

| Create ¥ || Delete || Global Settings || Syslog Settings | Generate Test Event |

Create E-mail lification Method Events to Receive
Recipient !

Create SNMF Recipient MF‘ aver LAN

9.125.90 .84 SNMP over LAN
9.115.252.91 SHNMP over LAN

Figure 22. Creating an SNMP Recipient

If you selected, Use the global settings, the Event Recipient Global Settings dialog box is

displayed.

| Event Recipient Global Settings

These settings will apply to 2 event recipents,

Reftry limit:
=]

Delay batweaen attampts (minutas):
20 -

Send event log with e-mail notifications

Critical Events Warning Events

Chassis/System Management e Ed
Cooling Devices el ]
Power Modules i |
Compute Nodes e e
10 Modules e |
Event Log R
Power OnyfOff
Irwentory chanoe
Network change
User activity

oK || Cancel

Figure 23. Event Recipient Global Settings

Click OK to return to the Event Recipients page.

Enabling SNMPv1 Agent

The following procedure describes how to enable SNMPv1 Agent protocol.

Procedure
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nail over LAN As defined in Global Settings
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As defined in Global Settings
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Informational Events
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41



Step 1. Click Enabled for SNMPv1 Agent.

Simple Network Management Protocol (SNMP)

.4 Enable SHMPv1 Agent
A |Enable SNMPv3 Agent

Contact Traps Communities

Select communities to configure. At least one community must be configured.

Community 1 < Enable Community 2
Community name: Community name:
public test
Access type: Access type:

Set Set

Fully Qualified Hostnames or IP Addresses: Fully Qualified Hostnames or IF A

0.0.0.0 0.0.0.0
0::0 0.115.253.41
0.125.90.84 0.115.252.91

Figure 24. Simple Network Management Protocol (SNMP)

Step 2. Click the Traps tab and click Enable SNMP Traps.

Step 3. Click the Communities tab and complete the following steps for each Microsoft System Center
Operations Manager server that will manage the Flex System.

a. Inthe Community name field, enter the name that is assigned to the Flex System through
which SNMP communicates.

b. From the Access type list, select Set.This is required for enabling the management tasks. If
you do not intend to allow this type of task through the Operations Manager Console, you can
lower the access type to Trap. At a minimum, the Trap access type must be set so that the

Operations Manager server can perform SNMP queries and receive SNMP traps from the Flex
System.

c. From the Fully Qualified Hostnames or IP Addresses lists, select the appropriate entries.

Note: By default, the Chassis module Security Policies level is Secure. At this level, SNMPv1
cannot be enabled. To use SNMPv1, change the security level to Legacy, by clicking Mgt Module
Management - Security = Security Policies - Legacy.
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IBM Chassis Management Module USERI

LY Cystem Stotus  Multi-Chassis Monitor  Events v Senics snd Support *  Chassis Management v Mgt Module Manasgemant
Security
Apply
Security Policies | Cortificate Authorty | HTTPS Server | LDAP Client = 55H Server
Ui thi vertical shder control balow to adiust the secunty pokcy k
— Secure Policy Setting: Legacy

The Legacy level of security policy provides the user with the greatest kevel of Aexdbility and responshility for managing
platform security, but this policy is beast seoure overall. Some of the attributes of Legacy security policy level are listed
bt
+— Legacy
& Weak password policies are permitted
« Well-known passwords for network login are not required bo be changed
» Unencrypted communication protocols may be enabled

Figure 25. Security Policy setting

Enabling SNMPv3 Agent

The following procedure describes how to enable the Enabled for SNMPv3 Agent protocol. Using SNMPv3
Agent requires that you either create a new user with the Create User option or use the default user.

Before you begin

If you want to use SNMPv3 Agent to manage a Flex System Chassis from the Microsoft System Center
Operations Manager server, you first need to create an SNMPVv3 user account or select a default user from
the list to open the User Properties page.

Procedure

Step 1. Click Mgt Module Management — User Accounts.

Step 2. Click the General tab and set the user password.

Step 3. Click the SNMPv3 tab and configure the Authentication Protocol.
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*  User Properties

General Permission Group SNMPv3 | S5H Client Public Key

Context name:

Authentication Protocol:
Hash-based Message Authentication Code (HMAC) - Secure Hash Algorithm (SHA)

Advanced Encryption Standard (AES)

Privacy password:
Confirm privacy password:
Arcess type:

Set

IP address or host name for traps:
9,125.90.102

oK | Cancel'_

Figure 26. Account credentials for creating a new user for SNMPv3 devices

1. From the Authentication Protocol list, select Use a Privacy Protocol.

2. In the Privacy password field, enter the authentication key, and in the Confirm privacy
password field, re-enter the authentication key.

3. Change the Access type to Set.
4. In the IP address or host name for traps field, enter the SCOM server IP address.
Step 4. Click OK.

Discovering a Flex System Chassis in Microsoft System Center
Operations Manager 2007

Microsoft System Center Operations Manager 2007 only supports SNMPv1 for managing an Flex System
Chassis.

About this task

To discover a chassis and its components in Microsoft System Center Operations Manager 2007, refer to
“Discovering a BladeCenter in Microsoft System Center Operations Manager 2007” on page 28.

Discovering a Flex System Chassis in Microsoft System Center
Operations Manager 2012

The following procedure describes how to discover an Flex System Chassis in Microsoft System Center
Operations Manager 2012.

Before you begin
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On a management server, log in to the Microsoft System Center Operations Manager operations console as
Administrator.

Note: This feature only supports a CMM IP address. Do not use an IMM IP address.
About this task

To discover a chassis and its components in Operations Manager 2012 using SNMPv1, refer to “Discovering
a BladeCenter in Microsoft System Center Operations Manager 2007” on page 28.

To discover a chassis and its components in Operations Manager 2012 using SNMPv3, complete the
following steps on a management server.

Procedure

Step 1. Click Administration - Device Management - Agent Management = Discovery Wizard to
start the Computers and Device Management Wizard.

Step 2. In the navigation pane, click Discovery Types.
Step 3. On the What would you like to manage page, click Network devices and click Next.
Step 4. On the General Properties page, complete the following steps:

a. Inthe Name field, enter the discovery rule.

b. Select an Available management server.

c. Select a Resource Pool.

Step 5. On the Discovery Method page, select Explicit Discovery and click Next.
Step 6. On the Default Accounts page, select Next.

Step 7. On the Devices page, click Add.
The Add a Device dialog box opens.

Step 8. In the Add a Device dialog box, complete the following steps.
Enter the Flex System IP address.

Select SNMP for the Access mode.

Select v3 for the SNMP version.

Select Add SNMP V3 Run As Account.

Perform the steps in the Create Run As Account Wizard to fill in the SNMPv3 account you just
created in Flex Management web console.

o > 0nd -

6. Click OK to return to the Discovery Wizard.

If you have additional devices to add, repeat steps 7 and 8.
Step 9. Click Next to complete the Discovery Wizard.
Step 10. On the Completion page, select one of the following options:

¢ Click Run the network discovery rule after the wizard is closed and then click Close. When
the Discovery Wizard has closed, the progress of the network discovery rule running is
displayed.

¢ (Click Close.
Step 11. Select a Discovery Rule and click Run.

Note: You can also modify the discovery rule by selecting the rules Properties.
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Discovering a Flex System Chassis that is managed by Lenovo XClarity
Administrator

With Lenovo centralized management being introduced, Systems Center Operations Manager might have an

issue accessing CMM through SNMPV3.

Procedure

If the Flex chassis is managed by Lenovo XClarity Administrator, and you want to monitor it in Operations

Manager through SNMPv3 communication, you must prepare your environment by performing the following

steps for each managed CMM:

Step 1. Log in to the CMM web interface using the RECOVERY_ID user name and password.

Step 2. If the security policy is set to Secure, change the user authentication method.

1.
2
3
4.
5

6.

Click Mgt Module Management - User Accounts.

. Click the Accounts tab.

. Click Global login settings.

Click the General tab.

. Select External first, then local authentication for the user authentication method.
Click OK.

Step 3. Create a new local user with the correct SNMP settings from the CMM web interface.

Step 4. If the security policy is set to Secure, log out and then log in to the CMM web interface using the

new user name and password. When prompted, change the password for the new user.

You can now use the new user as an active SNMP user.

Note: If you

unmanage and then manage the chassis again, this new user account becomes locked and

disabled. In this case, repeat these steps to create a new user account.

Removing a discovered Flex System Chassis

The following procedure describes how to remove a discovered Flex System Chassis from the group of
discovered systems.

About this task

This task is performed from the Operations Manager Console.

Procedure

Step 1. Click Administration - Network Devices.

Step 2. In the results pane, select the Flex System or BladeCenter Chassis you want to delete.

Step 3. Right-click and select Delete to start the delete task.

When the chassis and its discovered components are removed from the group, the following
components of a Flex System Chassis are no longer displayed:

Lenovo Flex System Chassis Compute Nodes/Storage
Lenovo Flex System Chassis Cooling Modules

Lenovo Flex System Chassis FanMux Modules
Lenovo Flex System Chassis I/0 Modules

Lenovo Flex System Chassis Management Modules
Lenovo Flex System Chassis Power Modules

Lenovo Flex System Chassis RearLED Modules
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Chapter 4. Configuring Lenovo Hardware Management Pack

This section introduces how to configure Lenovo Hardware Management Pack.

Opening Lenovo XClarity Integrator Administration

Before you begin
Ensure that you are logged in to Lenovo XClarity Integrator Unified Service.

Procedure
Complete the following steps to open Lenovo XClarity Integrator Administration.
Step 1.  From the Operations Manager console, click Windows Computers.

Step 2. In the Windows Computer Tasks pane, click Lenovo XClarity Integrator Administration, which is
located at the bottom right corner of the window.

Step 3. Log in using the user name and password for Unified Service.

Changing password for Unified Service

You can change the password for Unified Service.

Procedure

Complete the following steps to change the password for Unified Service.
Step 1. Click Change Password in the upper-right corner.

Step 2. Enter the existing password and new password.

Note: The new password must conform to the password rules.
Step 3. Click Change.

Collecting service data

You can collect log files and set the log level.

Collecting log files

You can collect and download log files.

Procedure
Step 1. Click Collect Log.
Step 2. Click Download Log.

Changing the log level

You can change the log level. Log levels include debug, information, warning and error.
Procedure
Click the drop-down menu to change log level.

e debug. The log file records error, warning, information, and debug messages.
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¢ information. The log file records error, warning and information messages.
e warning. The log file records warning and error messages.
e error. The log file records only error messages.

Managing security

You can set the BMC communication protocol and manage root certificates.

Setting the BMC communication protocol
You can choose to communicate with all managed baseboard management controllers (BMCs) using the
HTTPS protocol.

Before you begin

Ensure that the HTTPS protocol is enabled on all BMCs. If not enabled, HTTPS and HTTP are tried in
sequence

Procedure

Step 1. Click the Security Setting tab
Step 2. Select the checkbox

Step 3. Click Save.

Regenerating the root certificate

You can regenerate the root certificate.

Procedure

Complete the following steps to regenerate the root certificate.

Step 1. Click the Certificate Authority tab.

Step 2. Click the Regenerate Certificate Authority Root Certificate.
Step 3. Click OK to proceed.

Step 4. After the service restarts, click Refresh.

Downloading the root certificate

You can download the root certificate.

Procedure
Step 1. Click the Certificate Authority tab.
Step 2. Click Download Certificate Authority Root Certificate.

Viewing database information

You can display database information.
Procedure

To display database information, click the Database Information tab.

48 Lenovo Hardware Management Pack for Microsoft System Center Operations Managerlinstallation and User’s Guide



Migrating data from PostgreSQL to SQL

You can migrate existing data from a PostgreSQL to SQL database server.

Before you begin

During the uninstallation of the old version, the configuration file must not be deleted, and the PostgreSQL

server must not be uninstalled.

During the installation of the new version, you must choose the SQL server as the database solution.

After the migration completes successfully, existing data in the new database is overwritten with the
migrated data.

Procedure

Complete the following steps to change the password for Unified Service.

Step 1.
Step 2.
Step 3.
Step 4.

Click the Migrate Data tab on the left side of the page.
Click the Migrate Data tab on the right side of the page.
Click OK.

After the migration completes successfully, click OK.
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Chapter 5. Working with Lenovo Hardware Management Pack

The topics in this section describe how Hardware Management Pack enhances the functionality of
Operations Manager by providing more detailed information about the managed Lenovo systems.

To learn more about using Operations Manager when Hardware Management Pack is installed, perform the
tasks in the “Monitoring through the Operations Manager Console” on page 51 topic.

Lenovo Hardware Management Pack provides the ability to:

¢ Monitor a system from the Monitoring pane of the Operations Manager Console, as described in
“Monitoring through the Operations Manager Console” on page 51.

e Add a Lenovo system to the managed systems, as described in “Adding a system that will be managed by
Operations Manager” on page 59.

¢ Monitor the health of systems, components, and systems-management software, as described in
“Monitoring the health of systems, hardware components, and other targets” on page 71.

¢ |dentify and resolves errors, as described in “Using Health Explorer to identify and resolve problems” on
page 73.

¢ Access the Lenovo knowledge pages, as described in “Using knowledge pages to resolve problems” on
page 76.

Monitoring through the Operations Manager Console

The following procedure describes how to use the Operations Manager Console with Hardware Management
Pack installed. After installing Hardware Management Pack, you can use the Monitoring pane of the
Operations Manager Console to select folders and views that provide complete health information of your
BladeCenter Chassis, Flex System Chassis and chassis components, System x and ThinkSystem BMC,
ThinkServer BMC, and System x and x86/x64 Blade servers. From the Operations Manager Console you can
also discover an a System x and ThinkSystem BMC to enable and monitor Hardware Failure Management.

Procedure

Perform these steps to become familiar with the Monitoring pane of the Operations Manager Console and
the features that Hardware Management Pack adds:

Step 1. In the navigation pane, click the Monitoring tab.

The Monitoring pane lists the systems and hardware components that you can monitor with
Hardware Management Pack. There will be a Lenovo Hardware directory after you install Hardware
Management Pack.

The Lenovo Hardware folder consists of several different views and folders that monitor data
collected from Lenovo systems. The Windows Computers on Lenovo System x or x86/x64 Blade
Servers view provides a global view. The other folders provide additional views for different types of
monitoring data collected from Lenovo systems.

Lenovo Hardware:
This folder includes active alerts, task status, and aggregate targets for all discovered Lenovo
systems and hardware components.

Lenovo System x and ThinkSystem BMC:
This view provides the status of BMC-based servers.

Lenovo Windows System Group:
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Step 2.

This view provides the status of Windows computers on a server.

Lenovo ThinkServer BMC
This view provides the status of ThinkServer servers.

Lenovo ThinkServer Windows Computers
This view provides the status of ThinkServer servers running Windows that were discovered by
the SCOM discover wizard.

Windows Computers on Lenovo System x or x86/x64 Blade Servers:
This view provides the status of System x or x86/x64 Blade servers. Use this view as you
would the Monitoring = Computers view. The difference is that this view contains only
System x or BladeCenter x86/x64 Blade servers.

Lenovo BladeCenter(s) and Modules:
This folder contains a summarized view for all of the BladeCenter and Modules and
personalized summary views of specific alerts, task status, BladeCenter, and Windows
computers for managing BladeCenter.

Lenovo Flex System Chassis and Modules:
This folder contains a summarized view for all of the Flex System Chassis and Modules and
personalized summary views of specific alerts, task status, Flex System Chassis, and
Windows computers for managing Flex System Chassis.

Lenovo System x and ThinkSystem BMC:
This folder contains a summarized view for hardware components of BMC-based servers and
personalized summary views of active alerts, cooling devices, Fibre Channel and InfiniBand
network adapters, numeric sensors, physical memory, processors, RAID controllers, and PCI
devices.

Lenovo System x and x86/x64 Blade Servers:
This folder contains a summarized view for all of the systems including: System x and
BladeCenter x86/x64 Blade systems and personalized summary views of specific types of
System x and BladeCenter x86/x64 Blade servers. These systems are grouped by platform
type and include tower, rack, blade, enterprise server, and unclassified.

Lenovo ThinkServer BMC
This folder contains a summarized view of hardware components in ThinkServer servers and
personalized summary views of active alerts, cooling devices, Fibre Channel and InfiniBand
network adapters, numeric sensors, physical memory, processors, and PCI devices.

Click Windows Computer on Lenovo System X or x86/x64 Blade Servers to view detailed
information for System x or x86/x64 Blade servers running Windows.

Only manageable hardware components are discovered and monitored, and therefore not all
components are included. For example, a system with one or more non-manageable fans does not
have all of its fans discovered or monitored. In the following figure, the detail view for the pane
labeled Lenovo Hardware Components of Lenovo System x or x86/x64 Blade servers shows
various components.
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Figure 27. Windows Computers on Lenovo System x or x86/x64 Blade Server view
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Step 3. Click the Lenovo BladeCenter(s) and Modules folder to view detailed information about

BladeCenter(s) and modules.
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Step 4.
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Figure 28. BladeCenter(s) and Modules folder view
The Lenovo Bladecenter(s) Modules folder contains five views and one folder:

Active Alerts:
This view provides the status of the BladeCenter alerts.

Lenovo BladeCenter(s):
This view provides a summarized list of all BladeCenter Chassis and chassis components,
such as Blades, Cooling, I/O, Storage, Power, Management Modules, and other components.

Task Status:
This view provides the status of theBladeCenter Modules and Chassis.

Task Status for BladeCenter(s):
This view provides the status of the BladeCenter.

Windows Computers for Managing Lenovo BladeCenter(s):
This view shows the management modules that communicate with BladeCenter Chassis.

BladeCenter Modules:
This folder contains all of the component information and status information for the
BladeCenter Chassis, chassis components, and blade servers. Categories include Blades,
Chassis, Cooling, I/0, Management Modules, Media Modules, Power, and Storage.

Click the Lenovo BladeCenter Modules folder to display the views in this folder.

After discovering a BladeCenter Chassis and its chassis modules, Hardware Management Pack
classifies the modules according to their module type and then adds each module to the applicable
module view:

¢ BladeCenter Blades
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¢ BladeCenter Chassis
¢ BladeCenter Cooling Modules
¢ BladeCenter I/0O Modules
¢ BladeCenter Management Modules
¢ BladeCenter Media Modules
¢ BladeCenter Power Modules
¢ BladeCenter Storage Modules
File Edit WView Go Tasks Tools Help
s s ,
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Figure 29. BladeCenter Modules

Step 5. Click the Lenovo Flex System Chassis and Modules folder to display detailed information about

Flex System Chassis and modules.
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Figure 30. Lenovo Flex System Chassis folder view
The Lenovo Flex System Chassis and Modules folder has five views and one folder:

Active Alerts:
This view provides the status of the Flex System Chassis alerts.

Lenovo Flex System Chassis:
This view provides a summarized list of all Flex System Chassis and chassis components,
such as: Compute Nodes, Cooling, I/O, Storage, Power, Management Modules, and other
components.

Task Status:
This view provides the status of the Flex System Chassis Modules and Chassis.

Task Status for Lenovo Flex System Chassis:
This view provides the status of the Flex System Chassis.

Windows Computers for Managing Lenovo Flex System Chassis:
This view shows management modules that can communicate with Flex System Chassis.

Lenovo Flex System Chassis Modules:
This folder contains all of the component information and status information for the Flex
System Chassis, chassis components, and compute nodes. Categories include Compute
Node, Cooling, FanMux Modules, FSM, I/O Modules, Management Modules, Power Modules,
Rear LED Modules, and Storage.

Step 6. Click the Lenovo Flex System Chassis Modules folder to display the views in this folder.
After discovering an Flex System Chassis and the chassis modules, Hardware Management Pack
classifies the chassis modules according to their module type and then adds each module to the
applicable module view:
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Step 7.

Lenovo Flex System Chassis Compute Nodes
Lenovo Flex System Chassis Cooling Modules
Lenovo Flex System Chassis FanMux Modules
Lenovo Flex System Chassis FSM

Lenovo Flex System Chassis I/0 Modules

Lenovo Flex System Chassis Management Modules
Lenovo Flex System Chassis Power Modules
Lenovo Flex System Chassis RearLED Modules
Lenovo Flex System Chassis Storage
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Figure 31. Lenovo Flex System Chassis Modules
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Click the Lenovo Integrated Management Module view to display the views in the folder.
After discovering an IMM-based system using agentless mode, Hardware Management Pack adds
the system to the view of Lenovo Integrated Management Module, and adds sub-hardware
components into the Lenovo System x and x86/x64 Blade Servers group views (if applicable):

Cooling Devices
Fibre Channel
Firmware/VPD
InfiniBand
Network Adapter
NumericSensor
PCI Device
Physical Memory
Processor

RAID Controller

Chapter 5. Working with Lenovo Hardware Management Pack

57



Step 8.
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Figure 32. Lenovo Integrated Management Module Active Alerts view

Click the Lenovo System x and x86/x64 Blade Servers view to display the views in the folder.

After discovering a Lenovo system with Windows, Hardware Management Pack classifies the

system according to its system type and then adds the system to the view of All Lenovo System x

and x86/x64 Blade Servers and to one of the following system group views, according to the

system platform type:

¢ Active Alerts for Lenovo Software for HW Mgmt

e All Lenovo System x and x86/x64 Blade Servers

® Lenovo Flex System x86/x64 Compute Nodes

e Lenovo System x Enterprise/Scalable Systems

¢ Lenovo System xiDataPlex Systems

¢ Lenovo System x Rack-mount Systems

® Lenovo System x Tower Systems

e Lenovo x86/x64 Blade Systems

¢ |enovo Blade OOB-IB Reflection Group: This view provides the status of Windows computers
on Lenovo x86/x64 Blade servers and the relationship between a BladeCenter x86/x64 Blade
server in the LenovoSystem x and BladeCenter x86/x64 Blade Servers (monitored through

Inband) and BladeCenter(s) and Modules (monitored through Out of Band) folders.

Note: This view is available only when the premium features are enabled.

e Task Status

¢ Unclassified Lenovo System x and BladeCenter x86/x64 Blade Systems (systems that are either
too old or too new to be classified correctly)

e Hardware Components of Lenovo System x or x86/x64 Blade Servers (folder)
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Step 9. Click the All Lenovo System x and x86/x64 Blade Servers view to display the dashboard views of
its systems and hardware components.

Each view within the All Lenovo Systems x and x86/x64 Blade Servers view provides a
dashboard of health states and manageable hardware components for each system, as shown in
the following figure.
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Figure 33. Dashboard view

Adding a system that will be managed by Operations Manager

Use the Microsoft System Center Operations Manager 2007Discovery Wizard to discover and add systems
that will be managed by Operations Manager. The Discovery Wizard deploys Hardware Management Pack to
the discovered system.

Note: The Discovery Wizard does not show systems that are already being monitored.

Optional steps before starting this task

When the Lenovo License Entitlement Pack is installed and the root management server of Microsoft System
Center Operations Manager is registered with the Lenovo License Entitlement Pack, the Hardware
Management Software Configuration Advisor for Lenovo Systems (SW Configuration Advisor) program
analyzes the software dependencies of Lenovo Hardware Management Pack for Windows computers
managed by Microsoft System Center Operations Manager.

For details about the Lenovo License Entitlement Pack, contact your Lenovo sales representative.
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Checking software dependencies on a remote computer

The following procedure describes how to check for software dependencies by using the Software
Configuration Advisor program.

Procedure

Step 1. Log in to the Operations Manager server and open a command shell window, a DOS commands
window, or a PowerShell command window.

Step 2. Change the directory to the toolbox directory. By default, the toolbox directory path is: %
ProgramFiles%\Lenovo\lenovo Hardware Management Pack\toolbox. (This directory is located after
the installation directory of Lenovo Hardware Management Pack for Microsoft System Center
Operations Manager).

Step 3. StartibmSwConfigurationAdvisor.vhs. This is the program name for the Hardware Management
Software Configuration Advisor for Lenovo Systems. You can use the following options when
running this program:

/help:
Provides the syntax of the ibmSwConfigurationAdvisor.vbs program.

/opt detail:
Provides additional, detailed information about the target computer.

Step 4. Enter the following required account information for the account that is a member of the
Administrators role for the Windows computer.

This program is in the format of a Microsoft Visual Basic Script.
e Computer Name: IBMUIM004

e Domain name: d205

e Username: admind205

e Password: alld255%tg

The target computer information is listed in the programs Analysis Summary:

= oscript Srrologo cscript Srnologo ibmiwConfigurationddwisor.wbs
fremote TEMUOIMOO4 dZ05 adwindz0L5 alldZ5itg

===========r5+ Computer: IEMJIMO04 <<<===========

———————— Analysis Summary --—-—-——--—

Computer MName - IEMOIMOO4

Marmafacturer : IEN MNT-Model-S/N: 7870-AC1-
0xCI493

Machine Sunmmary : BladeCenter H23ZZ - [7870ACL]-

-- Operating System --—

Detected : Microsoft Windows Serwer Z008 Bz Encerprise (6d4-hit) - No

Service Pack Information
-—- EMEIOS IPMI Swpport —-—
Detected - Default System BIOS
EMEIOS IPMI Swpport is installed
-- M5 TFMI -—-
Detected : Microsoft Generic IPMI Compliant Device
Microsoft IPMI Driwver is rmnirng
—-— fGystems Director --—
Detected - &.Z.1 (Director Platform Agent)
Systems Director is rurming
—-— ServeBATD-ME MegaBAID , BervePAID-BR/IR, Integrated BATD —-
Detected : SerwePAID-ER1O0il

Figure 34. Hardware Management Software Configuration Advisor program
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Step 5. Check the Hardware Management Software Configuration Advisor for the Lenovo Systems report.
This report provides a summary of the analysis results. If there are any software dependency
problems reported, examine the report body for possible resolutions for the software
dependencies.

In many cases, multiple computers are the target of the software dependency analysis. Using a command
shell pipeline increases the productivity of this analysis.

The following example uses PowerShell to pipe a net view computer name list to ibmSwConfigurationAdvisor.
vbs and saves the program output in the file called “OneShotServey4IbmHwMp.txt”.

ey Administrator: Windows PowerShell \;‘i-
Fl': -t a A ‘N ) S . a4 , L e

» Hardware Management P

ript Togo 7 bmsw

Figure 35. PowerShell example of net view

The sample shown in the figure above is dependent on the Windows network setup and PowerShell
environment. Adjustments for the network configuration and the PowerShell installation might be required.

Using the Discovery Wizard to add a system

The following procedure describes how to add a system that will be managed by Operations Manager.
About this task
This task is performed from the Operations Manager Console.

Procedure

Step 1. Click Administration - Device Management - Agent Managed = Discovery Wizard to start
the Computers and Device Management wizard.
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Ready
Figure 36. Using the context menu to select the Discovery wizard

From the Actions menu, you can also select Configure computers and devices to manage.

Note: For Microsoft System Center Operations Manager 2007 SP1, the interface is somewhat
different, as shown in the following figure.
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Figure 37. Using the context menu to select the Discovery Wizard (SP1)

Step 2. Click Next if the Introduction page opens.

Note: The Introduction page does not display if the Computer and Device Management Wizard has
been run before and you selected Do not show this page again. If you would prefer that the
introduction page not be displayed again, select the Do not show this page again check box,
before clicking Next.
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: Computer and Device Management Wizard E{
) Introduction

[itoducion | G Heb

Auto or Advanced? Introduction

This wizard will guide you through the process of discovering your network, and instaling
agents on computers,

There are three steps to completing this wizard:
- Discover computers or network devices
= Selact which discovered objects you want to manage
- Configure agent installation for computers

R~ A~ By

To begin the Discovery process, chick "Next™

Figure 38. Computer and Device Manager Introduction

Step 3. Select Advanced discovery on the Auto or Advanced page.
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Step 4.
Step 5.
Step 6.
Step 7.

" Computer and Device Management Wizard | %]

"‘k Auto or Advanced?

@ Hep

Choose automatic or advanced discovery

Discovery Method

) (" Automatic computer discovery
Administrator Account
Scans the » xlab + domain For all Windows-based computers,

Select Objects to Manage

Summary
+ Advanced discovery
Allows you to specify advanced discovery options and settings.

Computer & Device Types:
I‘Sewers & Clients ﬂ
Mote: YYou can configure how these objects will be discovered, onthe next screen(s).

Management Server
[Scommp-set xLab local =l
W Yerify discovered ¢ can be contacted :

[[<Peviouws |  New> | piove | Concel

Figure 39. Selecting the Auto or Advanced discovery method

From the Computer & Device Types list, select Servers & Clients.

From the Management Server list, select the management server to be used for discovery.
Select the Verify discovered computers can be contacted check box.

Click Next to open the Discovery Method page.
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" Computer and Device Management Wizard E

_{ Discovery Method

Introduction © Help

Auto o Advanced? How do you want to discover computers?

(" Scan Active Directory
Select objects from Active Directory to scan, or create an advanced query.

Domain: | KLAB Y, i

Ad

istrator Account

Select Objects to Manage

Summarny

Browse Active Directory or type computer names into the list below. Separate each

computer name by a semi-colon, comma or a new line:
Browse... |

E.g. serverl.contoso.com or serverl

| < Previous I Nt [eoover Cancel

Figure 40. Discovery Method

Step 8. Click Browse for, or type-in computer names, or click Browse to locate the computer name or
enter the computer name of the Lenovo system and click Next.
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Step 9.

Step 10.

" Computer and Device Management Wizard [ %]

_& Discovery Method

Introduction

Auto o Advanced? How do you want to discover computers?

(" Scan Active Directory

Admanistrator Account

Sefect objects from Active Directory ko scan, or create an advanced query,

Select Objects toManage
Summary I
Domain: i XLAB ¥ i

Browse Active Directory or bype computer names into the list below. Separate each

computer name by a semi-colon, comma or a new line:

SCOM-T100 xLab local

E.g. serverl.contoso.com or serverl

< Pravious ‘ Next >

Browse. .. |

Cancel

Figure 41. Discovery Method with sample information

On the Administrator Account page, choose one of the following options:

¢ (Click Use selected Management Server Action Account and then click Next.

¢ C(Click Other user account and enter the following information for an account that is a member of

the Administrator role:
— User Name

- Password

— Domain Name

Click Discover to open the Discovery Progress page.

Attention: The time it takes for the discovery process to finish depends on the number of
computers in the network and other factors. The Discovery Wizard might return up to 4,000

computers if you selected the Verify discovered computers can be contacted check box, or up

to 10,000 computers if the check box is not selected.

When the discovery is finished, the Discovery Results are displayed and you can select the objects

to manage.
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% Computer and Device Management Wizard x|

i 2 Select Objects to Manage

I .
ntroduchon © Help
Auto or Advanced? Discovery Results

Discovery Method
The discovery process Found the following un-managed devices.

Admanistratos Account

Select the devices you want to manage:

4 scoM-T100 5L ab local

selectal | paseisctal |
Management Server
|ScoMMe-SP1 dLab jocal
Management Mode:
fagent k3
<Breviows [[ Net> | b | concel

Figure 42. Select Objects to Manage

Step 11. From the Select the devices you want to manage list, select the devices to be managed by

selecting an individual device or by clicking Select All.You also have the option of clicking
Deselect All to change the devices you want to manage.

Step 12. From the Management Mode list, select Agent and click Next.
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- Computer and Device Management Wizard

?‘L Summary

Introduction @ Hep

Auto ot Advanced? Summary
Discovery Method
Administrator Account

Select Objects to Manage

oo bl

Agents to be installed: 1

Specify credentials for the agent to use when performing actions.
+ Local System

" Other

User name: |

Password: I

Diomairn: I KLAB d

Click 'Finish’ to install the agents.

<Previous | 1 |[Emsh | cancal

Figure 43. Computer and Device Management Wizard Summary

Step 13. On the Summary page, click Finish.
The Agent Management Task Status page is displayed.
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E‘nm\nt Management Task Status

o
Running tasks ... as®

TaskT. | Status |
z A-Cluster1.LabS4.local Startea

Task Output | L Copy Text 42 Copy HTML

-

You can dose this dialog at any time. Doing so will not interrupt executing tasks, You can

check the status of tasks in a task status view.
T
VA

Figure 44. Agent Management Task Status

Step 14. To view the agent installation task status, review the Agent Management Task Status page.
Note: While this task is running, an indicator is displayed on the upper right side of the page. You
can close this page at any time without interrupting the task.

Step 15. To check the Agent Management Task Status and verify that the status of selected computers is
changed from Queued to Success, click Monitoring = Task Status.

Step 16. Click Close on the Agent Management Task Status page.
What to do next

For more information about using the Discovery Wizard, see Microsoft System Center Operations Manager
website.

Refresh Lenovo Windows Computer information

Use this function to display the latest Lenovo Windows System information in Operations Manager Console.
About this task
This task is performed from the Operations Manager Console.

Procedure
Step 1. Click Monitoring = Windows Computers.
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Step 2. In the Windows Computer Task pane located in the right corner of the window, click Refresh
Lenovo Windows Computer.

Viewing inventory

The following procedure describes how you can use Microsoft System Center Operations Manager to view a
complete inventory of configured management modules.

Procedure

Step 1. To view BladeCenter and their modules, in the Operations Manager Console window, within the
Computer and Groups pane, click Computers and Groups View - Lenovo Hardware = Lenovo
BladeCenters and Modules.

Step 2. To view the System x servers, BladeCenter blade servers, and other individual systems that have
been discovered, click Computers and Groups View = Lenovo Hardware = Lenovo System x
and x86/x64 Blade Servers.

Monitoring the health of systems, hardware components, and other
targets

Hardware Management Pack discovers and monitors the health of the following hardware components: fans,
memory, management controllers, network adapters, power supplies, processors, storage, temperature
sensors, and voltage sensors. Hardware Management Pack can also discover and monitor the health of
systems-management software, such as IBM Systems Director Agent, Intelligent Platform Management
Interface (IPMI) driver, LenovolPMI Mapping Layer, and ServeRAID Manager Level 1 Agent.

About this task

Component discovery and health monitoring is dependent on firmware support, hardware compatibility, and
management-software support. Because of these factors, not all components are discoverable. If a
component is not discovered, it cannot be monitored or managed.

This task is performed from the Operations Manager Console.

Procedure

Step 1. In the navigation pane, click Monitoring = Lenovo Hardware to display the folders and views that
Hardware Management Pack adds to the Operations Manager Console.

Step 2. Select either Lenovo BladeCenter(s) and Modules or Lenovo System x and x86/x64 Blade
Servers.

Step 3. Click Active Alerts to see if there any critical or warning alerts associated with your hardware.
The following figure shows an example of how Active Alerts might be displayed:
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ER system Center Dperations Manager 2007 R2 - ValBladeoMs
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Distributed Appbeations = Severity: Critical (3)
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21 \sfevdows Comeuters ) veCSbiadel L., IBMDirector Pla..  Management Software Mssing Newr 12112010
S ‘;i Ageniless Exception Montoring &3 vaeus LabSedo...  Adsptec, Inc..5... A hardware event relsted with 1BM ServeRAID-,.. New 1201j2010
% (8 ASPNET Appication =
5 E3 ASPNET Web Servics & vBCSbladel L., MSSQLSERVER The SQL Seever Service Broker or Database Mr... New 11/30/201
= B3 IBM Hardware &Y vBCSbladel L., IBM Director Fla... Managemenit Software Faded New 12/1j2010
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(52 1BM Systom » and xB5/54 Blade Servers 3 vBCSbisdel L., MSSQLSERVER The service cannot be started Hew 11f30{201
Y vobiwakarshL... MSSOLSERVER The service cannot be started B 12/1{2010
Active dleits ot IBM Sollwae for HW il = = .
wBCSbladel L., MSSOUSERVER An e e whilk the ques table was... New 11305201
ALIEM System w0654 Blade S| 2 © - frrer e ey fog tatle s =
1BM System » Erterpiize/Scalable Spstf] = Severity: Worning (S)
=EM :yr'em * Hﬂmﬂe« Syi;m: A vBCS-blade2L.., v-BCS-bladeZ L... Saripk o Executable Faled to run New 114221201
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Figure 45. Active Alerts example
Step 4. You can check the health of your systems by using one or more of the following options:

Windows Computer on Lenovo System x or x86/x64 Blade Servers:
Provides the status of the Windows platform on each system in the Lenovo Hardware folder.

Lenovo BladeCenter(s) and Modules:
Provides a view of the health information for all modules. Select this view to check the status of
all BladeCenter Chassis, and then select the Lenovo BladeCenter Modules view.

Lenovo System x and x86/x64 Blade Servers:
Provides the hardware status of all Lenovo systems.

All Lenovo System x and x86/x64 Blade Servers:
Lists the health indicators in the first column of the system dashboard, and the first column of
the hardware components dashboard.
To check the status of a system in this view, select a group view.

What to do next

For more information on how to use the Health Explorer for analyzing a critical problem, see “Using Health
Explorer to identify and resolve problems” on page 73.

Viewing alerts

The following procedure provides an example and instructions for using Microsoft System Center Operations
Manager to view alerts sent from properly configured management modules and LenovoSystem x systems
and BladeCenterBlade servers.

About this task
This task is performed from the Operations Manager Console.

Procedure

¢ To view BladeCenter Chassis alerts, click Monitoring - Lenovo Hardware = Lenovo BladeCenters
and Modules = Active Alerts.

In Lenovo BladeCenters and Modules view, you can see the following components listed under each
chassis.
— BladeCenter Blades
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— BladeCenter Chassis

— BladeCenter Cooling Modules

— BladeCenter I/O Modules

— BladeCenter Management Modules
— BladeCenter Media Modules

— BladeCenter Power Modules

— BladeCenter Storage Modules

An alert from the BladeCenter creates an additional alert for Lenovo x86/x64 Blade servers that may be
affected by this alert condition, when the Windows operating system is installed on a Lenovo x86/x64
Blade server and when the premium feature is enabled.

The Lenovo Blade OOB-IB Reflection group view shows the health of Lenovo x86/x64 Blade servers
based on this additional alert from BladeCenter and Modules.

e To view individual System x, xSeries, BladeCenter blade servers, and other systems, click Monitoring =
Lenovo Hardware = Lenovo System x and x86/x64 Blade Servers - Active Alerts.

The Lenovo x86/x64 Blade alert reflecting BladeCenter Chassis alerts is displayed in the Active Alerts
view, when the Windows operating system is installed on Lenovo x86/x64 Blade servers and when the
premium feature is enabled.

The Lenovo x86/x64 Blade alert displaying BladeCenter Chassis alerts has information about the
malfunctioning component location in BladeCenter.

¢ To review the details of the malfunctioning component, click Monitoring = Lenovo Hardware - Lenovo
BladeCenters and Modules = Active Alerts to see the Active Alerts view for BladeCenter Chassis
alerts.

— Lenovo Hardware Management Pack has limited support for tools like WinEvent.exe that generate IBM
Systems Director events and do not fully prescribe specific target instances.

— In some circumstances, the WinEvent.exe tool does not correctly support the event ID and the event
description parameters. This can cause the WinEvent.exe tool to be unreliable for displaying all events.

— All WinEvents are reported under one monitor.

— Successfully simulated events are displayed in the Operations Manager Console under the Alerts and
Events views.

— Monitored systems that have IBM Systems Director Agent 5.1.x installed and that use the WinEvent.exe
tool can cause errors to reoccur even after manually clearing the alerts from the Health Explorer view.

— To eliminate such an event recurrence, delete the IBM\director\cimom\data\health.dat file and all IBM
\director\cimom\data\health.dat\*.evt files from the client system and restart the system.

e To open a monitoring view, right-click a BladeCenter Chassis, a System x server, a BladeCenterBlade
server, or any other system.

You can monitor these systems by using any of the following views: Alerts, Diagram, Event, and State.

Locating and viewing hardware errors

You can locate and view hardware errors by navigating to All Lenovo System x and x86/x64 Blade Servers.

Using Health Explorer to identify and resolve problems

The following procedure describes how you can use Health Explorer to identify and resolve error states that
occur when monitoring systems and hardware components.

About this task

To perform a quick check of existing alerts on your Lenovo hardware, select one of the following views:
* Active Alerts
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¢ Windows Computers on LenovoSystem x or x86/x64 Blade Servers
¢ All LenovoSystem x and x86/x64 Blade Servers

Health Explorer can assist you in troubleshooting alerts. You can use Health Explorer to view, learn about,
and take action on alerts, state changes, and other issues raised by a monitored object.

For example, if you see a critical error when you are monitoring your system and hardware components, as
shown in the figure below, you can use the following procedure to identify and resolve the error.

File Edit WView Go Tasks Tools Help

I Searchw _ ;ﬂ"_Scope [Z] Tasks -i)- i

Monitoring ¢ Windows Computers on Lenovo System x or x86/x64 Blade Servers * Tasks
4 (g lenovoHardare ;I 7 7
5] Lenova Licensed System Group Windows Computers on Lenovo System x or x86/x64
enovao Unlicensed System Group .{_Look for: I Find Mow Clear x
N = «| Personalize view...
State | Name Lenovo Flex Sy... | Lenovo Platfor...
Tasks ~
A1 Warning KEBO03-agent.5.., 255.0 Blade
: I = =] Entity Properties
AL Warning [NEQTIAMDENZ SCOMRZRES net | iDataPlex >
4 | 3 A& Health Explorer
=2 Lenovo BladeCenter(s)
s Task Status Navigation ~
' Task Status forlenovo BladeCenter(3 Lenovo Hardware Components of System x or x86/X6 (L] ajert view
=2 Windows Computers for Managing Lenovo Blade ) ) -
p ging -4 Look for: | Find Mo Clear x <] Diagram View
4 | g lenovo BladeCenter Modules
= = = ‘2| Event View
..... | lenovo BladeCenter Blades State w| 5| Mame # | Platform Categ... | Lenovo M{T and... | |
lenovo BladeCenter Chassis | Performance View
IotiooE seeGertor o ling Moddul A1 Warning MEOQTIAMDEMZ.... iDataPlex 7912-1234567 '_ £2] State View
/) Healthy KKEO03-agent.5.. Elade 1555-99C3922 [ %
lenowvao BladeCenter YO Modules 9 R 7| Network Vicinity Dashboard |=

Lenovao BladeCenter Management Modules

<| FE] R .-.._J.f...L......J:_.._J.....I _DILI Windows Computer ~
Detail View v Tasks

Show ar Hide Views...

L Computer Management
M Wiews b 3: Windows Computer on Lenovo System properties of ik
* KKB003-agent.SCOMR2X64.net & lenovoIntegrated Manageme
. Monitoring Display Mame KKEOD3-agent. SCOMR2ZKA4. net | Ping Computer
4 Full Path Marme HKKED03-agent.SCOMR2XE64.net — = "
7 2 & Ping Computer (with Route)
A Authoring Principal Mame KKBOD3-agent. 5COMRZKE 4. net S |
DMS Mame KKE003-agent,SCOMRZNE4 net & Ping Computer Continuously |
'. 2 Administration MetBIOS Computer Mame KEBOO3-agent ‘_ Remote Desktop
: [MetBIOS Domain Mame SCOMR2KGS — )
.]_;; My Workspace 1P Address 192,168.30.4, feB0:209L:75d9:172b:d 131, & Remote Desktop (Admin)
o 9,125.90,194, fedl:dieieebiibdci:29cf, — 5 5
. 2002:325b:1000:97d:5a53, e Y 2
2002:97bic2cliB07:dEeteebdib 4cd:290f j "8 Beset License =
Ready

Figure 46. Example of a critical error showing up in a managed system

Procedure

Step 1. When there is a warning or critical alert, open Health Explorer by clicking All Lenovo System x and
x86/x64 Blade Servers, and then double-click state.

Note: By default, when Health Explorer opens, all of the failed monitors are displayed in an
expanded view.

The following figure shows how such an error might be displayed in Health Explorer:

74  Lenovo Hardware Management Pack for Microsoft System Center Operations Managerinstallation and User’s Guide



Step 2.

Step 3.

Step 4.

"~ Lenovo BladeCenter(s) - scomi2Zsp1 - Operations Manager MEE
Wl @ Health Explorer for SN#YK148077L10G [1BM Bladecenter] =]
[ @Reset Health 35 Recalculate Health ? Filter Monitors ‘f‘. Refresh [ Properties -Z'_é.-HeIp f) Cwerrides -
M Health monitors for SN#YK148077110G [BM Bladecenter]
Scope is only unhealthy child monitors, Izl knowledge | State Change Events (2] |
4 'Ztii‘ Entity Health - SH#VK148077L10G [IEM Bladecenter] (Object) J=
4 g3 Lenovo BladeCenter Blade Module Health Rollup - SH#YK14507 Summary
ntity Health - Blade Bay 10- Lewis_TCDB024[Chject) This manitar regularly checks for the overall health state of 3 BladeCenter module,
Perfarmance - Blade Bay 10 - Lewis TCDB024 (Object) This monitor reports a module incident that occurred before the system started being monitored. It also
| Regular health checkup monitor forLlenovo Blade Center m determines whether to close the pending alerts associated with the module, or reset the state of the
ity Health - Blade Bay1- ZZ_ HS21 39BG820 (Object) monitors far the module.
Perfarmance - Blade Bay 1- 72_H521 9986320 [Objedt) Configuration
| Regularhealth checkup monitorforLenova BladeCenterm You can disable this monitor through the Operations Manager's Operations Console, See the "Disable
a6 Entity Health - Blade Bay 8 - H521_KKBOD3 (Object) maonitors” topicin the Operations Manager's Operations User's Guide for more information.
Pl Performance - Blade Bay & - H521_KEKBO03 [Object] You can also change the interval between the health checkups by overriding the value of the
) Regular health checkup manitor forLenavo EladeCentar m 'IntenralSE[nndsl“ par.arneter of the monitar, See the "Cwerride” topic in the Operations Manager's
Operations User's Guide,
ntity Health - Blade Bay 13 - ZZ_H521¥M_G5668 (Dbject)
m Bladiis, I e e The BladeCenter event is delivered to this monitor from the AMM Advanced Management Module) of
A erformancesBlaceSay. 23l - [Object] the BladeCenter wia the SMMP [Simple Metwoark Management Protocol] protocol, It also goes through
'.Q.' Regular health checkup monitorforLenovo Blade Center m the BladeCenter runtime support of the Hardware Management Pack installed on the management
4 /1\ Lenove BladeCenter Power Module Health Rollup - SN#YK14307 serwer that was designated to manage the BladeCenter during the Mebwork Device Discowvery process,
4 /1 Entity Health - Powver Module Bay 3 - K133476BWUN (Object) Far the proper BladeCenter AMM SHMP settings that are required for the Hardware Management Pack
4 a4 /0 Performarice - Power Module Bay 3 - K133476BWUIN [Object) to discover BladeCenter modules and repart events, consult the Hardware Management Pack’s User's
7 Guide.
9 /1 Regularhealth checkup monitorfarlenovo BladeCenter m
i @ Entity Health - Poweer Module Bay 2 - K103467RWNM [Object] Causes e
- . For, details about the module incident, review other monitors, When no other alertdwarning for the
Entity Health - P todule Bay 4- K1534774ZH] [Objed)
@ ntity Hea CUrErMAcUle Say (Object) module is found, review the events in the Events views Then open the [BM Blade Center Wb Console
/ i
@ Entity Health - Power Module Bay 1- K133476BWUM [Object) console task in the Adions view and review existing events, The latest state of this monitor reflects the
,@ Performance - SN#YK148077L10G [[BM Bladecenter] [Ohject) severity level of the mast recent owerall health state of the madule.
'Zt:}} Regularhealth checkup monitor forIBM Blade Center- SRH#YK] Resolutions
Review the health checkup report's details about the given module, Contact IBM support (see links
below] if the reports or relevant articles do not provide enough information to help you resolve the
problem,
4 | | j After the problem is resolved, the owerall health state of this monitor is automatically restored to the ﬂ
Ready

Figure 47. Example of hardware components causing a system to be in error

Use Health Explorer to identify the basal-level health monitor indicating an error. This indication
should refer to a particular component instance. As shown in the figure above, the cause of the
error is a faulty fan.

To see the latest state change event, click State Change Events. The results pane provides
details.

You can also read details about the nature of the error. When the premium feature is enabled, the
BladeCenter Blade Out of Band Health Reflection Rollup reflects the component health in the
BladeCenter.

Check the Lenovo BladeCenters and Modules folder view for further analysis when you see a
warning or critical alert in the BladeCenter Blade Out of Band Health Reflection Rollup.

If there are no warnings or critical alerts visible, you can use Health Explorer to view other
information, such as the system_name:

a. From the All Lenovo System x and x86/x64 Blade Servers view, select a Lenovo system to
view.

b. Right-click on the system name and click Health Explorer = Open.

What to do next

Refer to the “Using knowledge pages to resolve problems” on page 76 topic to understand how you can use
the IBM Knowledge pages to assist you with resolving errors.
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Using knowledge pages to resolve problems

Knowledge pages provide information about errors, events, and components. To learn more about a system,
hardware components, and how to resolve errors when they occur, refer to the knowledge pages.

Knowledge pages are written by IBM developers to help you better understand System x and x86/x64 Blade
servers events, alerts, components, and other information.

Procedure
Step 1.

Step 2.

Step 3.

information.

lculate Health [ ﬂF‘ruper

Health maonitors for WINDOWS- TE2GEN. SCOMR Z<64.NET

(_) Ping Status - wINDOWS-TE2GEN. SCOMRZ-64
_ﬁ Regular health checkup manitor for Lenavo Wind
(+¥) Regular health checkup monitor for Lenovo wind
\_) ‘Windows Computer Role Health Raollup - WINDO
@ Windows Local Application Health Rollup - wWiND
[#-(_) Configuration - WINDOWS I TE2GEN. SCOMR2XE4N
F1-463 Health rollup of Lenovo Software for hardware manag
() Entity Health - ServeRAID-MR/BRAR CIMAvMI

E‘\’ﬁ Enrtity Health - [EM Director Platform Agent [Core !
2 Availahility - [BM Director Platform Agent [Core
-ga Regular health checkup monitar for Lena:
@ Regular health checkup monitor for Lenot

() Operating System Availabiity Rollup -WINDDWS;I

Select one of these methods to access a knowledge page:

e Use the Events view to access information about an event.

Click the Director Core Services failed or is not started link.
This link opens another knowledge page, as shown in the figure below.

Fnowledge | State Change Events [8) I

Summary

This ranitar checks for systern management software failure.

Configuration

rou can disable this monitor through the Operations Manager's Operations
Consale. See the "Disable monitors" tapic in the Operations Manager's
Operations User's Guide for more information.

‘fou can also change the interval between the health checkups by overriding
the value of the "IntervalSeconds" parameter of the monitor, See the
"Cwverride” topic in the Operations Manager's Operations User's Guide.

¢ Use the Health Explorer/Monitors view to access Hardware Management Pack monitor

Click the Knowledge tab in the right pane of Health Explorer to get additional information about an
error event, including explanations and necessary steps that might help you to fix the problem.
Some knowledge pages have links to another knowledge page for possible causes and suggested

actions. These pages might describe specific errors and their remedies or describe hardware
components.

Lenoy

BB 2
HictE Y Harév

= Syste
o4 i Wwarni

<y Lemoy
) Memo

[¥-(«) Configuration - IBM Director Platform Agent (C Causes Q’) Health
) Pertormance - B D - . T
j Security - BM Direct g'l(nnwledge Article: ID W0010002 - Windows Internet Explorer [_[O0] |
[—]_:S Health rollup of Lenawa Syste ¥ 3 +. =
: (= C:\Program FllesiLenovoiLenavo Hardware Managem ¥ | | %2 | X | | B &in el
- 1y Entity Health - WINDDW " Ié Ll ! ! 2 J I C
() Availabilty - WINDDY | oo Fayorites | 9% @] suggested Sites » @ | Web Slice Gallery *
() Configuration - WINC ~ .
[—:I_ﬁ Health rollup of Leno (@8 knowledge Artide: 10 W0010002 | | f-?i ~ B - ] #=n - Page~ Safety ~ Tools - (g~

B--_ﬂ Entity Health - '
() dvailabilty -

[l 1 Health alup started
@ Enitity He

Description

(&) Configuratior Knowledge Article: ID W0010002 — (Windows) IBM Director Platform Agent Services failed or are not j

One of the Windows services of the IBM Director Platform A‘gentﬂ Services either failled or was not started.

IEM Director Platform Agem:u Services provide basic platform management functionality, such as hardware

Ane

component discoveryinventory, health state reporting, and more, by communicating with svstem firmware (BIOS =]
In

e [ Femnter | Protecked Made: MFF

Figure 48. Example of one knowledge page linking to another

P T T

Step 4. Perform the procedure identified in the knowledge pages to resolve the error and reset the health

sensor, if necessary.

What to do next
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The knowledge pages are also accessible through the Active Alerts view.

To view the Alert Properties, double click an alert. The Alert description is displayed in the General tab. The
Product Knowledge tab includes a link to the knowledge page. The figure below provides an example of the

Alert Properties window.

Alert Properties

‘General  Product Knowledge | Campary Knowledge | Hiskary | Alert Conkext I Customn Fields I

Summary

This monitor checks for systern rmanagerent software failure,

Configuration

vou can disable this monitor through the Operations Manager's QOperations Consale,
See the "Disable monitars” topic in the Qperations Manager's Operations User's Guide
for rore information.

You can alsa change the interval between the health checkups by averriding the value
af the "IntervalSeconds" parameter of the monitar, See the "Override” topic in the
Operations Manager's Operations User's Guide,

Causes

when the system management software fails an a target system, an alert is generated
to Operations Manager, The health state of this monitor is then set to the Critical or
Warning state,

For a particular incident, review the history in the State Changes tab. Consult the
relevant knowledge articles listed below, keeping in mind the relevant event data.

The relevant IBM knowledoe articles are awvailable on a system with the IBM Hardware
Managernent Pack package installed.

Director Core Services failed or is not started

The oEA Avocent IPMI driver failed or is not started
The Microsoft IPMI stack failed or is not started

The RS4-I1 Daernon failed or is not started

The ServeRAID Manager extension failed or is not started

The ServeRAID-ME Provider failed or is not started

Resolutions

L T I R B e B ] B T L N N TR e R

B3

=

< Previous I 3 Mext Ok I Zancel

Figure 49. Example of Alert Properties

Apply

Health monitoring of System x and ThinkSystem BMC-based servers

Lenovo Hardware Management Pack manages System x and ThinkSystem BMC-based servers using

agentless mode.

Hardware Management Pack provides the following functionality for BMC-based servers:
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Discovery of a baseboard management controller (BMC) and the ability to correlate it with the host.
BMC authentication and the ability to obtain information through the BMC CIM.

BMC deletion option.

Power management implementation.

Adding a System x or ThinkSystem BMC-based server that will be
managed by Operations Manager
To add a System x or ThinkSystem BMC-based server using the Operations Manager Console with Lenovo

Hardware Management Pack installed, complete the procedure described in BMC discovery and
authentication.

BMC discovery and authentication
Lenovo Hardware Management Pack leverages the Operations Manager task for discovering an BMC node.

About this task
This task is performed from the Operations Manager Console.

Procedure
Step 1. Click Windows Computers.

Step 2. In the Windows Computer Tasks pane located in the bottom right corner of the window, click
Discover/Authenticate BMC.
The BMC Discover/Authenticate page opens.

Step 3. Log in to Lenovo XClarity Integrator Unified Service.

You must log in to Lenovo XClarity Integrator Unified Service if this is the first time that you are
connecting to Lenovo XClarity Integrator Unified Service from this SCOM Operations console.
Typically, Lenovo XClarity Integrator Unified Service is installed on the same server as System
Center Operations Management. For more information, see Installing Lenovo Hardware
Management Pack .
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Step 4.

Step 5.

Step 6.

Lenovo XClarity Integrator Unified Service .

Lenovo XClarity Integrator Unified Service lenovo

Host WIN-AVCEHVOWVN2S scomr2eE4d net
Port: 9500 1
Password

[w] Save the password

Host
Specify the IP address or fully qualified domain name where Lenovo XClarity Integrator Unified
Service is installed. By default, this is the address of the SCOM Management server to which
the current SCOM Operations console connects.

Port
Specify the port number of Lenovo XClarity Integrator Unified Service which is set during the
installation. The default value is 9500

Password
Specify the password of Lenovo XClarity Integrator Unified Service which is set during the
installation

When the View Certificate page is displayed, click Trust Certificate to trust Lenovo XClarity
Integrator Unified Service.

Note: If you do not trust the certificate, an alert is displayed stating that there is a problem with the
website’s security certificate. Click Continue to this website to continue.

Using the BMC Discovery dual-list, perform the following steps to create an BMC discovery list:

1. On the left side, select one of the following two discovery options from the list: IPv4Address or
IPv4Range.

2. Inthe IP Address field, enter the IPv4Address or the IPv4Range.
3. Click Add.
4. Click Discover.

This task may take several minutes to discover all of the Integrated Management Modules and for
Operations Manager to perform a query of discovered data.

When the BMC discovery is finished, the BMC nodes are displayed in the Lenovo Integrated
Management Module pane.

Click an BMC node.
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A corresponding task list is displayed on the right.
From the Tasks list, select Discover/Authenticate BMC.

Step 7.

The BMC Discover/Authenticate dialog box opens.

In the opened page, select the BMCs that you want to authenticate, and click Authenticate. In the

Step 8.

prompt window, enter the user name and password, then click Run.

Note: Due to an BMC security policy limitation, BMC Authentication will only try to authenticate the
User name and Password twice. After two incorrect attempts, the BMC log in username is locked.

Refresh System x and ThinkSystem BMC information
Use the Refresh BMC function to display the latest BMC information in the Operations Manager Console.

About this task

To refresh the BMC, perform one of the following steps from the Operations Manager Console:

¢ (Click Monitoring = Windows Computers, and then click Refresh BMC in the Windows Computer Task
pane that is located in the right corner of the window.

¢ (Click Monitoring = Lenovo Hardware - Lenovo System x and ThinkSystem BMC, and then click
Refresh BMC in the Windows Computer Task pane that is located in the right corner of the window.

Using the power management feature for Hardware Failure Management

A discovered System x or ThinkSystem BMC supports the basic power management feature. The power
management feature only supports a rack-type server. Power capping of BladeCenter and Flex System are
integrated by using the Advanced Management Module (AMM) and the Chassis Management Module

Procedure
Step 1. Select the BMC instance and then from the Tasks list, select Power Management.The Power
Capping Management dialog box is displayed.
File Edit View Go Tasks Toals Help
 lseah~ . i i Scope [ Find [ Tesks] @ -
Monitoring < Lenovo Integrated Management Module (IMM) (3) > Tasks
£ Discovered Inventon A Look for: Find Mow Clear @
%] Distributed Applictions P Ui Model Serial Mumber IMM Authentication | = .
(2 Task status 1024019552 S9BSETAODFFCTIDA9ABOOFOBSBEBEROE 5462452 k0244 Passed E vee
£l unngLinux Comp uters | 10240187152 6434700060821 1EIBADTECAEBETOZEED  TH0RACT 23¥TRVS Passed i i
Bt e ~| 1024015749 CSF743DCBEST11EQOFSASCFIFCSENSS0  BFI7ACT 23D7X87 Passed ¢ Navigation
+ 4 Agentless Exception Moritoring
A ) 0 Power Capping Management(Licensed) =1 - e Al
» g DataWarehouse =| Diagram View
4 ([ Lenovo Hardware f ’e 3] Event View
27| Lenovo Intzarated Management Module (MM Power Capplng Management "ovo
= | performance View
=] Lenovo Licensed System Group =
4] Lenovo System x Power Data Chart x| state View
el el e s e dls s e e > | 8] Network (virtual) Vicin#ty Dashboard
| Task Status + 28] Network Vicinity Dashboard
2% windows Computers for Managing Lenovo License Min Power Capping Value: 120 watt
@] windows Computers on Lenowa System x or<86/x64 Blade 5 } Tasks
4 {5 Lenovo BladeCenter(s) and Modules MaxiBowerCappmpiiakic 205 twail Tal Authenticate IMM
2| Lenove BladeCenters) OIENLHOWEL L2 PDInENaRe: v =
< m > & Remove IMM
New Power Capping Value: Tl Set Predictive Failure Alert{PFA) Policy
Shiow or Hide Wiews..,
Hew View » Report Tasks
Bl Wonitoring OK ‘ ‘ Cancel §2 Agent Counts by Date, Management Group and Vel
i5 Alert Logging Latency
A Authoring B e
Figure 50. Power Capping Management
Step 2. Enter a New Power Capping Value and then click OK to save the new value.
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Remote control of BladeCenter x86/x64 Blade servers

This feature allows you to remotely control the BladeCenterBlade module to select power on, off, or
shutdown of the operating system. When the premium feature is enabled, this task is available in the Actions
pane of the Operations Manager Console.

Remote Shutdown of an operating system

The following procedure provides instructions for an orderly shutdown of an operating system on the
BladeCenter x86/x64 Blade module using the physical location of the Blade.

About this task

This task is performed from the Operations Manager Console.

Procedure

Step 1.  Click Monitoring - Lenovo Hardware = Lenovo BladeCenter(s) and Modules - Lenovo
BladeCenter Blades.

Step 2. From the Lenovo BladeCenter Blades view located in the results pane of the Operations Manager
Console, select a Blade server.

Step 3. In the Actions pane, click Lenovo BladeCenter: Shutdown Operating System on this Blade.

A system Center Operations Manager 2007 R2 - SCOMO7R2 [_[50x]

Lenovo BladeCenter Blades Actions

2 Task Stalus 2l 2 Lookfor FindHow  Clear % || State Actions o

1] UniLinus Servers

] Windows Compuders State | 2| cisplay Wame LenovoBiC, M., | LenovoB.C. Bl | LenovoB.C. Blade* Ml (5 Health Explorer for Blade Bay 7 - HH#TCT_B023
[ Agertiess Exception Monitoring By Warning Blade Bay 7 - HH#TCT_B023 Type 7472 7872-0920045  On 7 Start Maintenance Mod...
B [ Lenovo Hardware (@) critical Blade Bay 5 - TCD_BO41 Type FEIZ 7872-99A0050  On | Ediit Maintenance Mode Settings. ..
1] Lenovo Licensed System Group o -
g Lenova System » Power Data Chart \43 Critical Blade Bay 3 - SN4#V030UN39FO34A Type 7875 78751111111 on Stop Maintenance Mode
% Lenovo UnLicensed System Group () Healthy Blade Bay 5 - HS22# TCT_B038 Type 7870 TBI099T7I3E  On Parsonalize view. .

& Task Status

= Health Blade Bay 7 - SGTKS: BO31 Ay 7871 7871-06MZ915 O
21| Windaws Computers for Managing Lenevo License ) Healthy 20 2. bl ore o Lenovo BladeCenter Blade Module Tasks =
(5] Windows Computers on Lenovo System x or #86/464 Bladg@er. I critical Blade Bay 2 - TCT_BOS6#A5 Type B038 BO3B-OEPGNS1  On -
=1 55 Lenovo BladeCenteils) and Modules (D) critical Blade Bay 6 - SN#VKIZE099T1ST Type 7809 7809-99EEATS O L snovo Bladecenteriffanagement Yéo Console
|4 Active Alerts (5 Lenovo BladeCenter: Power OfF this Blade
= () Healthy Blade Bay 5 - H52Z_PMRIN Type 7470 7670-6N7016L  On
] Lenovo BladeCenterls) = | ovo BladsCenter: Power O ths Blad
B T St : (5 Lenovo BladeCenter: Power On this Blade

& Task Status for Lenovo BladeCentei(s)

[ Lenovo BlsdeCenter: Refresh this Blade's Praperties and
(2] Windows Computers for Managing Lepfvo BladeCerter(s] States

5 [ Lenovo BladeCenter Modules L5 Lenova BladeCenter: Shutdown Operating System on
Er SIS @ Lenovo BladeCenter Blade Module properties of Blade Bay 7 - HH#TCT_B023 this Blade:
Lenovo BladeCenter Chassis hame Blade Bay 7 - HH#TCT_B0Z3 Resources -
Lenovo BladeCenter Cooling Modules Path name SM#YOS0UNIAR 1 7D--10.240. 194.23\Blade Bay 7 - HH# TCT_B023
Lenovo BladeCenter /0 Madules Lenavo B.C. Blade M/T and 5N 78729930048 @ System Center Operations Manager Help
Lenovo BladeCenter Management Modules Lenovo B.C. Blade Mads| Hurber 2n &Y System Center Operations Manager Online
Lenovo BladeCenter Media Modules Lenova B.C. Blade Expansion Card(s)
te”m ::ESEEE”:E' ':'NE' M;dz‘e‘f Lenovo B.C. Module Firmmare: BICS:Rev, 1,77, HIE177AUS; DisgrosticsiRev, 9,32, DSYTASE; Blade sys, Lt =
enovo BladeCenter Storage Modules marmk prociRer, 1,40, YUOOF4A; -
il FLEA | enoun Blay Sustorn Choosisfel sndModkdes | _"LI Lenova B.C. Blade Power-0n State on 'g_') hoLtthe feskh Explore
Lenovo B.C. Module Bay(s) Blade Bay 7 (@ About Mairtenancs Mode
Show or Hide Views Lenovo B.C. Chassis LLID ECS8 DFF+ F314 11DC 8600 0014 SEEN AD7C (B Add Mew Yiews of Monitoring
New Vigw » Lenovo B.C. Module ULID F706 0576 94AC LLOF 6154 0021 SE99 3063

(@ How to Persanalze a View
(Lenavo Intermal) Lenovo B.C. Module Bay Name Blade_07

Lenovo B.C. Primary MM TP Address 10.240,194.29 @ About Tasks
Lenovo B.C. Commurity String CABIAGIADABRAGMA ) Target Monitoring

Figure 51. Operations Manager Console premium feature is enabled example

Step 4. Verify the task targets by checking the (top-middle) results pane of the Operations Manager
Console.
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a_ Run Task - Lenovo BladeCenter: Shutdown Operating System on this Blade

Run the task on these targets

T arget | Fun Location |
Blade Bap 5 - HS22#TCT_BO38 10.240194.28

Task Parameters
I ame | W alue |

[Dwerride |

Task credentials

Task description

% Lse the predefined Fun s Account Lenovo BladeCenter: Shutdown Operating
O Syztem on this Blade
ther :

|zer name : |

Paszword : I

Cramain : |SEDMH2><E4 |

Task confirmation

[ Dan't prampt when running this task in the futune

Run Cancel |

A

Figure 52. Task Status for Shutdown Operating System on this Blade

Step 5. Click Run.
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ﬁ_ Task Status - Lenovo BladeCenter: Shutdown Dperating System on this Blade [H[=]

The task completed successFully, @) Help

Task. Status Task Target
o Lenovo BladeCenter: Shutdo,,.  Success blade bay 5 -H

#TCT BO3T

Task Cutput EE Copy Text 53 Copy HTML

Y

;Q_"J Lenovo BladeCenter: Shutdown

4 J Task Description
Operating System on this Blade

Shakus; SuCCess Lenovo BladeZenter: Shutdown Cperating
scheduled Swskemn on this Blade

T L1f10J2014 5:48:33 AM

Start Time: 11/10/2014 5:45:37 AM

Submitked By:  SCOMRZRE4,administrator

Run As:

Fun Location:

Target: Frooo

Lenova BladeCenter Blade
Module

Category: Operations
Task Output:

[] 1 ha |

Target Type:

You can close this dialog at any time, Daoing so will not inkerrupt executing tasks, You can

check the status of tasks in a task skatus view,
Close |

A

Figure 53. Task status indicating the shutdown task has been sent to this Blade

The task status window indicates that the task has been sent to the BladeCenter for the target
blade server.

Step 6. Click Close.

Step 7. In the Actions pane, click Lenovo BladeCenter: Refresh this Blades Properties and Status for
an immediate Blade power status check.

Setting the power threshold

Lenovo Hardware Management Pack for Microsoft System Center Operations Manager offers the ability to
customize power consumption thresholds for Power Monitoring alerts. The following procedure provides
instructions and an example of how to set and unset the power threshold feature.

Before you begin
The target system must be capable of power monitoring to execute this task. This task is used to set or unset

a warning or critical power threshold on a system. To see the current threshold values and the
MonitoringCapable property, refer to the Detail View of a system under the Lenovo Windows Systems
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Group. If you specify a blank or zero value for a particular threshold, that threshold is reset to its default

value.

Note: The power threshold feature is not support on servers that are denoted with a “**” in Supported

systems.

Procedure

To set the power threshold, perform the following steps from the Operations Manager Console
Click Monitoring - Lenovo Hardware = Lenovo Windows System Group.

Step 1.
Step 2.
Step 3.

Step 4.

In the Lenovo Windows System Group view located in the center pane, click Server.
Click Set/Unset Power Threshold in the right pane.

File Edit View Go Tasks Tools Help

L lseach~ . i scope [Drind [ETasks] @ .

Monitoring < Lenovo Licensed System Group (1)

4 Agentless Exception Monioring N
4 Application Monitoring
4 DataWarehowse

4 (3 Lenovo Harchate

%] Lenowo Integrated Management Module fi)

Lenowa Licensed System Group

Lenavo System x Powrer Data Chart
Lenovo UnLicensed System Group
Task Status

2] wineows Computers far Managing Lenovo Liense
) windows Computers on Lenowo System x orxB6/x64 Blade Seners
4 (7 Lenovo Blade Center(s) and Moduls
| Active Blerts
£| Lenovo Bladecenter)
[ Task Status
& Task Status for Lenovo BladeCentert
& Windawws Computers for Managing Lenovo BlaceCenters)
4 Lenowo BladeCenter Modules
4 |5 Lenowo Flex System Chassis(s) and Modules v
< [ >

Shiw or Hide Views

Find Nowe

Lenova Platfar..  Lenova M/T a

Unclassified S462-KNH0244

Figure 54. Example of Set/Unset Power Threshold task

Clear
Lenova

Lenovs Produc... A 50764
2 Hardware
System

1BM Server x365.. /i, Warning

Verify the task targets display in the Run the task on these targets pane.

> Tasks
o e
Len |7 Network Vicinity Dashboard
@
for | Windows Computer Tasks -
Ma
@ He: ™ Computer Management
& Discover I
& Lenove Integrated Management Module Remote Presenc
& Lenove Integrated Management Module Web Console
& Ping Computer
& Ping Computer (with Route}
& Ping Computer Continuously (ing -t)
& Remote Desktop
W Remote Desktop (Admin)
B Remote Desktop (Console)
3 Reset License
3 Reset Trail License

3 Set Power Capping

3 Set/Unset Power Threshold
>
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|« Run |ask - >et/unset Fower | hreshold

Run the task on these targets

& Help

Target Fun Location
winsingi, SCOMA Z<E4. MET
Task Parameters
I arme: Walue
Lenovo Windows SetPowerT hreshold 'Wiitedction Warming ... 3T arget/Propety[Tepe="1BM MWinComputerJ/Pow...
Lenovo Windows SetPowerT hreshold 'Wiitedction Criical P... 3T arget/Propety[Tepe="1Bk MWinComputerJ/Pow...

Task credentials

(® Lze the predefined Run Az Account
() Other
Izer name :

FPazzword ;

Dramain : SCOMR 2464

Task confirmation

Task description

Set/Unzet Warning or Critical Power Threshold.
If wou specify a blank ar zero value for a
particular threzhold, that threzshold will be reset
to itz default value. Refer ta the Detail View of
this syztem under the Lenovo Licensed
Systems Group to zee the current threzhold
valuez and the MaonitaringCapable property.
The target system must be capable of
monitoring in order to execute this tagk.

[ ] Don't prompt when running this task in the future

Figure 55. Target and task parameters of Set/Unset Power Threshold task

Step 5. Click Override to override the power threshold values.
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Override the task parameters with the new values

Mame Type Default alue Mew Walues
Lenovo wWindows SetPaowerT hreshald . | int $Target/Property[Type="1B... o

Lenovo Windows SetPowerThreshold .. | it 4T arget/Property[Type="1E...

Figure 56. Override the task parameters of Set/Unset Power Threshold task

Step 6. Enter new values for the threshold parameters and click Override.
Step 7. Verify the values that you just set in the Task Parameters pane.
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il Run Task - Set/Unset Power Threshold EE
& Help
Run the task on these targets
Target Run Location
wirsinyl, SCOMAZE4.NET
Task Parameters
M ame Walue
Lenovo Windows SetPowerThreshold WiteActio... 2
Lenovo Windows SetPowerThreshold WiteActio .. 2
Task credentials Task description
(® Usze the predefined Fun &g ccount Set/Unzet Warning or Critical Power Threshold,
. If wou =pecify a blank or zero value for a
() Other particular threghold, that threshold will be reset
to itz default value, Refer to the Detail View of
User name : thiz systern under the Lenowvo Licensed
Syztemz Group to gee the curent threshold
Pazsword : values and the MonitoringCapable property,
. The target svstem must be capable of
Domair : SCOMP 264 rmonitoning in order to execute this task.
Task confirmation
[] Dan't prompt when running this task in the future

Figure 57. New values of the task parameters of Set/Unset Power Threshold task

Step 8.  Click Override if you want to change the values again.

Step 9. After verifying the new values, click Run.
The task status window indicates the task has been sent to the target server.
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<1 Task Status - Set/Unset Power Threshold = | “ I

&) Help
The kask Failed to run,
Task Skakus Task Target
':ﬂ SetfUnset Power Threshold Failed wirinyi, scomr 264, net
Task Output =2 Copy Text =53 Copy HTRL
The Event Policy for the process started at 10:59:30 PM has detected errors in the ~

output. The 'StdOut’ policy expression:
Task failed
matched the following output:

- Task failed —-——-

ERROR.:

This premium feature is only supported on UEFI based servers. It is not supported on ¥
Linknmwn hased servers.

‘fou can close this dialog at any time. Doing so will not interropt executing tasks, You can check the
status of tasks in a task skakus view,

Close |

Figure 58. Task Status indicating the Set/Unset Power Threshold task has been sent to the target server

A message is displayed in the Task Output pane indicating whether the task succeeded or failed.

Step 10. Click Close.

Enabling and setting power capping

Lenovo Hardware Management Pack for Microsoft System Center Operations Manager provides the ability
to enable and set maximum power consumption wattage. The following procedure provides instructions and
an example for enabling and setting power capping.

Before you begin
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Ensure that the target system is capable of power capping before starting this procedure. This task also
requires that the User Access Control (UAC) be turned off on the target system. To see the current
CappingCapable, CappingEnabled, PowerMax, PowerMin, and PowerCap values of a system under the
Lenovo Windows Systems Group, refer to the Detail View.

You must specify values for power capping for PowerMin and PowerMax.

Note: The power capping feature is not support on servers that are denoted with a “**” in Supported
systems.

Procedure

To enable and set power capping, perform the following steps from the Operations Manager Console.
Step 1. Click Monitoring = Lenovo Hardware - Lenovo Windows System Group.

Step 2. In the Lenovo Windows System Group view located in the center pane, click Server.

Step 3. Click Set Power Capping.

s Task Status
22 windows Computers for Managing Lenovo License & Ping Computer
@] indows Computers an Lenovo System x or 6 Blade Serers
< Uyg Lencvo BladeCenteridand Modtes & Ping Computer Continuously (ping -t)
| Active Alerts

&/ Ping Computer with Route)

= & Remote Desktop
2! Lenovo BladeCentery

| Task Status & Remote Desktop (Admin)

(& Task Status for Lenowo BladeCenters) & Remote Deskiop (Console)
7] Windowes Computers for Managing Lenovo BladeCertedy 7 Reset License
» L Lenouo BladeCenter Motules

3| Reset Trail License
# (L5 Lenovo Flex System Chassis(s) and Modules v

4 Set Power C;

3| setjunset Power Threshold
Showr or Hide Views,.

Figure 59. Example of Set Power Capping task

Step 4. Verify the task targets are displayed in the Run the task on these targets pane.
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[~} Lenovo Licensed System Group - SCOM125P1 - Operations Manager = |2 .
File Edit View Go Tasks Tools Help
[ Jsearn~  § ¥ scope (Plkind [T @
Monitoring < Lenovo Licensed System Group (1) > Tasks
» A Agentiess Exception Monitoring ~] & Look for: FindNow  Clear Q@
+ [ Application Monftoring Lenovo Len [ Netiwork Vicinty Dashboard
> L4 Dataarehouse (&) Mame Lenowo HW M... Lenove Platfor.. Lenova M/Ta.,  Lenovo Produc.. A 25784 @ Soff
Hardware for Windows Computer Tasks -
4 g Lenovo Hardwate
a System Mg
fiitenoyolicesratediblsna0emencMog R LT = windnyiSCOM.. 2550 Unclassified SAG-KVX02M  IBM Serverx365.. A\ Warning (@) He: % Computer Management
#22| Lenovo Licensed System Group | T
D] Lenowo System x Pouer Data Chart, -
& Lenovo Integrated Managemeant Module Remote Presence
enova Unlicensed System Group

& Lenovo Integrated Management Module Web Console
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Zh Run Task - 5et Power Capping
g&;l

Run the task on these targets

Help

Target Run Location
winsingl, SCOMR 2254 NET

Task Parameters

M ame Walue

Lenovo Windows SetPowerCapping ‘Writedction Capping E... 3T arget/Property[Tvpe="1BM WinComputer'1/Cap...

Lenovo Windows SetPowerCapping ‘Writedchion Power Cap 3T arget/Property[T ppe="1BM WinCormputer')/Pow. ..

Task credentials Task description
(@ Usze the predefined Fun & Account Set or Enable Power Capping. “ou must
. zpecify a value far the PowerCap that i=
() Other between the Powertdin and Powerbdax range.
Fefer to the Detail Yiew of thiz systern under
User name : the Lenowvo Licenszed Systern Group to see the
curent CappingCapable. CappingEnabled,
Paszword : Powertdax, Powerkdin, and PowerCap values.
The target syztem must be capable of capping
Domain : SCOMRBZ:<E4 i order to enable power capping or set a new

Feanar ~an wakhie

Task confirmation

[] Don't prompt when running this task in the future

Figure 60. Target and task parameters of the Set Power Capping task

Step 5. Click Override to override the power threshold values.
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Override the task parameters with the new values

Marne Type Default Y alue Mew Walue

Lenovo Windows SetPowerCapping ... | int $T arget/Property[Type="1B... ]

Lenovo windows SetPowerCapping ... | boal $T arget/Property[Type="1B...

Owerride || Cancel

Figure 61. Override the Task Parameters of Set Power Capping task

Step 6. Enter new values for the power capping parameters and click Override.
Step 7. Verify the values that you just set in the Task Parameters pane.
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Eal Run Task - Set Power Capping

Run the task on these targets

-g,!'n

Help

wiritgl. SCOMAZBA.NET

Target Run Location

Task Parameters

I arme
Lenovo Windows SetPowerCapping WiteAction ...
Lenovo Windows SetPowerCapping WriteAction .

Walue

Task credentials

(® Usze the predefined Run fs Account
() Other :
Ilzer name :

Paszword :

Cromair : SCOMR 2454

Task confirmation

[ ] Dan't prompt when running this task in the future

Task description

Set or Enable Power Capping. vou must
specify a value for the PowerCap that iz
between the Powerkin and Powerbdax range.
Refer to the Detail View of thiz spstem under
the Lenovo Licensed System Group to see the
current CappingCapable, CappingEnabled,
Powertdax, Powerkdin, and PowerCap values.
The target zystem must be capable of capping
in order to enable power capping or set a new

Feisar mamowalhe

Figure 62. New values of the Task Parameters of Set Power Capping task

Step 8. After entering the new values, click Run.

The task status window indicates the task has been sent to the target server.
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“, Task Status - Set Power Capping o) -
&) Help
The task Failed to run,
Task, Skatus Task Target
'13 Set Power Capping Failed wirinyi scomr2xG, net
i m >
Task Cukput =2 Copy Text 53 Copy HTML
The Bvent Policy for the process started at 11:04:41 PM has ~
detected errors in the output. The 'StdOut' policy expression:
Task failed
matched the following output:
--------—----- Task failed --—--------—--
L .
You can clase this dialog ak any time, Doing so will nak inkerrupk executing kasks,
You can check the status of tasks in a task status view,

Figure 63. Task Status indicating the Set Power Capping task has been sent to the target server

A message is displayed in the Task Output section indicating whether the task succeeded or failed.
Step 9. Click Close.

Viewing the power data for client System x servers

The LenovoSystem x Power Data Chart feature offers you the ability to view the power data of client System
x servers in an intuitive chart. The Power Data Chart feature is only available on System x servers and is not
available on Chassis and Flex System.

Before you begin

Before you view the Power Data Chart, you should have at least one managed System x server with the
Windows operating system installed on it.

About this task
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Note: The power data feature is not support on servers that are denoted with a “**” in Supported systems.

Procedure

To view the power data for client servers, perform the following steps from the Operations Manager Console.
Step 1. Click Monitoring = Lenovo Hardware = Lenovo System x Power Data Chart.

Step 2. Select the server check box.The LenovoSystem x Power Data Chart is displayed.

= Lenovo System x Power Data Chart - SCOM125P1 - Operations Manager
File Edit View Go Tasks Tools Help

L Jsearch~ . i%iscope Diee @

Monitoring % Lenovo System x Power Data Chart

=
|2 Task Status - 280

300
250

| UnMLinux Camputes

25| wiindows Compters
> A Agentless Exception Monitoring

4 Application Monftaring 200
> _a DataWarehouse = 150
4 (5 lenova Hardware 100
22| Lenovo Integrated Management Module (MM 50
22| Lenovo Licensed System Group ]
R T e T R I e e T
22| Lenovo Unlicensed System Group AM AM AM Al Al AM AM PM P PM FM
= Task Status
25| windowes Computers for Managing Lenovo License Legend b

(G Windows Computers on Lenovo System x or xS 6/x64 £ .J‘_Lnnkfnr: 21l lkerns 5
A Lenovo BladeCenter(s] and Modules

Show Color Path Target Rule Ohject Counter Instance Scale

4 {7 Lenovo Flex System Chassis(s] and Modlules 2 s
| Active slerts I winxinyi.5COMR... PowerReading Power Reading Al Instances 1x
22| Lenovo Flex System Chassis(s)
;a Task Status w

< m -

Show or Hide Views..,

Teis Wiew b

. Monitoring

A Authoring

Figure 64. LenovoSystem x Power Data Chart

Unless there are power fluctuations, the power usage is displayed as a straight line.

Remotely controlling Flex System

The Lenovo Flex System remote power on and off premium feature allows you to remotely control the Flex
System to power on, power off, or shutdown the operating system. When this feature is enabled, the options
are listed in the Actions pane of the Operations Manager Console.

About this task
This task is performed from the Operations Manager Console.

Procedure

Step 1. Click Monitoring - Lenovo Hardware = Lenovo Flex System Chassis(s) and Modules -
Lenovo Flex System Chassis Modules = Lenovo Flex System Chassis Compute Nodes.

Step 2. In the Actions pane, select one of the following options for the selected Flex System:
e Lenovo Flex Chassis: Power On this Computer Node
¢ |enovo Flex Chassis: Power Off this Computer Node
¢ | enovo Flex Chassis: Shutdown Operating System on this Computer Node

The following figure provides an example of remote power options using Lenovo Flex System
Chassis Compute Nodes.
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Step 3.
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Figure 65. Example of remote power options for Lenovo Flex System Chassis Compute Nodes

To use the power on option, from the Lenovo Flex System Chassis Compute Node Task list
located in the lower right corner of the window, select Lenovo Flex Chassis: Power on this

Computer Node.

The Run Task - Lenovo Flex Chassis: Power On this Computer Node window is displayed. By
default, the target server and account are selected.
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ﬁ_ Run Task - Lenovo Flex Chassis: Power On this Computer Node

Run the task on these targets

T arget | Fun Location |

10.240194.22_Wode Bay 10 - <Part of Mode Bay 3. 10.240.134.22

Task Parameters

I ame | Yalle |

[Dverride |

Task credentials Task description

¥ Llze the predefined Run Az Account Lenovo Flex Syztem Chasziz: Power On thiz
Computer Mode
" Other ;

|lzer name ; |

Password ; I

Dramair - |SEDMH2><84 ]

Task confirmation

[ Don't prompt when mnning this task in the future

Run Cancel

A

Figure 66. Run Task - Lenovo Flex System Chassis: Power On this Computer Node

Step 4. Click Run to launch the task.

After the power on task is finished, the task status is displayed.

96

Lenovo Hardware Management Pack for Microsoft System Center Operations Managerinstallation and User’s Guide



@'_ Task Status - Lenovo Flex Chassis: Power On this Computer Node

The task completed successfully,

) Help
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Task Description
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-l
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Figure 67. Task status for remote power on

Step 5. Click Close to exit the task status window.

Launching the Lenovo Flex System Chassis Web Console

When the premium feature for launching the Lenovo Flex System Chassis Web Console is enabled, this task

is available in the Actions pane of the Operations Manager Console. This feature allows you to launch the

Lenovo Flex System Chassis Web Console by using links inside of the Operations Manager Console.

About this task

This task is performed from the Operations Manager Console.

Procedure
Step 1.
Chassis(s).

Step 2. Click Target Flex System Chassis.

Click Monitoring = Lenovo Flex System Chassis(s) and Modules - Lenovo Flex System
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Step 3. From the Node Tasks pane located in the lower right corner of the window, click Lenovo Flex
System Chassis Management Web Console.

= Lenovo Flex System Chassis(s) - SCOM125P1 - Operations Manager =|a
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Monitoring < Lenovo Flex System Chassis(s) (2) » Tasks
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Figure 68. Example of launching the Lenovo Flex System Chassis Web Console

Step 4. Click Continue to this website and trust the website.

@ reps/9125.9012%/ B = &l @ Cenificate Emor: Navigation.,.

@ There is a problem with this website's security certificate.

The security certificate presented by this website was not issued by a trusted certificate authority.

Security certificate problems may indicate an attempt to fool you or intercept any data you send to the
Server,

We recommend that you close this webpage and do not continue to this website.

@ Click here to close this webpage.

l v Continue to this website (not recommended). I

= More information

Figure 69. Certificate error when opening the Lenovo Flex System Chassis Web Console

If the Flex System Chassis web page is not trusted by your browser, and if the CMM configuration
is correct, this page will disappear and the CMM Web Console will open in your default browser.
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Figure 70. Loading CMM Web Console
When the CMM Web Console has successfully loaded, the following window is displayed.

& [E8lr I ®
Farh i Carhil v alle Foon Pawsgartion Blocied 088 | ot

| e Brmonl. =

s oM i resh
oo refish -

[ Logiin |

Lisensenl Makeria - Prsgetrty of 1M Cerg, £ 1AM Csrportion asd othes(i) 2805, 1M i 4 registornd
traiemark of he TEH Carparaion in e Lised States, ofber coustries, o hoth,

Figure 71. CMM Web Console

Step 5. Tolog in to the CMM Console, complete the following steps

e Enter the User name and Password.

¢ From the Inactive session timeout interval list select a value or use the default value of no
timeout.
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* From the Select an automatic refresh list, select a refresh value or use the default value of no
refresh.

¢ (Click Log In.

IHM Chassis Managemant Maodubs

&) SevtemStatus  Mubihaiss Monkor  Ewinis = Senvice aod Support »  Chasss Managerint ~ Mgt Moduls Managterent = Tue, 20 00t 2013 10:50:11

Chassis Change chasss name | Syitem Information =

hasss Actwe Events

Figure 72. CMM Console

Discovering a Lenovo Flex System Chassis Flex System Manager

When the premium feature for discovering a Flex System Manager (FSM) system is enabled, the Discovering
a Lenovo Flex System Chassis FSM task is available in the navigation pane of the Operations Manager
Console. This feature allows you to discover and manage an FSM system in the Operations Manager
Console.

About this task
This task is performed from the Operations Manager Console.

Procedure

Step 1. Click Monitoring = Lenovo Flex System Chassis Modules = Lenovo Flex System Chassis
FSM.
In the results pane, a list of all the Lenovo Flex System Chassis FSMs is displayed.
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= Lenovo Flex System Chassis FSM - SCOM125P1 - Operations Manager
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Figure 73. Example of a Lenovo Flex System Chassis FSM

Step 2. Verify the target FSM is included in the list.If the target FSM is not included in the list, verify that the
Flex System Chassis containing the FSM has been discovered by completing the following steps.

a. Click Monitoring = Lenovo Flex System Chassis(s) and Modules = Lenovo Flex System
Chassis(s) = Lenovo Flex System Chassis.
The results pane displays the Lenovo Flex System Chassis and their status.

b. Inthe Actions pane, select an Lenovo Flex System Chassis and run the Node task: Lenovo
Flex Chassis: Refresh this Chassis Modules.
The target FSM system is discovered and displayed in Lenovo Flex System Chassis FSM list.
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Figure 74. Refreshing the Chassis Module

Launching the Flex System Manager Web Console

When the premium feature for launching the Flex System Manager Web Console is enabled, this task is
available in the Operations Manager Console. This feature allows you to launch the Flex System Chassis Flex
System Manager (FSM) Web Console by using links inside the Operations Manager Console.

About this task
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This task is performed from the Operations Manager Console.

Procedure

Step 1.

Step 2.

Step 3.
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Click Monitoring = Lenovo Flex System Chassis Modules = Lenovo Flex System Chassis

FSM.

In the results pane, select the target Lenovo Flex System Chassis FSM, and then in the Tasks list
in the Actions pane, select the Set FSM IP Address.
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Figure 75. Example of setting the FSM IP address from the SCOM console

In the Run Task - Set FSM IP Address window, click Override.
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Run the task on these targets

=L Run lask - »et F5M IP Address

Help

FSMIPaddress

Target Fun Location
10.240.194.20_Mode Bay 9 - Made 09 [TCT_BOR0] 10.240.194.20
Task Parameters

M ame Walue

$T arget/Property[Tupe="1BM.FlexSystern. FSM"]/F ...

Task credentials

(®) Use the predefined Fun &3 Account
() Other ;
Ilzer name

Pazsword :

Domain : SCOMRZ:EL

Task confirmation

[] Don't prompt when running this tazk in the future

Figure 76. Run Task - Set FSM IP Address window

The Override Task Parameters page is displayed.

Task description

SetFSM IP Address
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Override the task parameters with the new values

Mame Type
FStdIPaddress gtring

Figure 77. Example of overriding FSM IP address

. Override Task Parameters

Default 'Yalue

$T arget/Property[Type="1B. .

M ew Walue

10.10.10.10

Overide |

Cancel

Step 4. Inthe New Value field, enter the correct IP address of the target FSM and click Override.You can
get the FSM IP address from the Flex System Chassis Web Console.

Step 5. Inthe Task - Set FSM IP Address window, click Run.
The Set FSM IP Address window is displayed indicating the task status.
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Figure 78. Task Status of Setting FSM IP Address indicating the task successfully completed
Step 6. Click Close.
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Figure 79. Example of launching an FSM Web Console from the SCOM console

Step 7. In the Actions pane, select Lenovo Flex System Chassis Management Web Console.

Chapter 5. Working with Lenovo Hardware Management Pack 105



Operations Manager opens the FSM Web Console in your default browser.

IBM Flex Systern Manager ™
l
LY
mnt.m::w-

Figure 80. Lenovo Flex System Manager Web Console log in window

Monitoring the health of ThinkServer servers

Lenovo Hardware Management Pack provides an integrated method for monitoring the health of ThinkServer
servers with Lenovo XClarity Administrator.

To monitor ThinkServer servers using Hardware Management Pack, the following requirements must be met:
1. The ThinkServer servers must be managed by Lenovo XClarity Administrator.

2. You must integrate (register) Lenovo XClarity Administrator with Operations Manager Console (see
Registering Lenovo XClarity Administrator).

3. After integrating Lenovo XClarity Administrator, you must perform a Windows computer discovery for
the ThinkServer servers using the SCOM Discovery Wizard to enable full monitoring.

After the registration is complete and the ThinkServer servers are discovered, click Monitoring = Lenovo
Hardware - Lenovo ThinkServer BMC in the Operations Manager Console to view the ThinkServer servers
that are managed by the Lenovo XClarity Administrator.

Note: The registration also discovers IMMs that are managed by Lenovo XClarity Administrator. For
information about monitoring an IMM, see Health monitoring of System x and ThinkSystem BMC-based
servers.

Registering Lenovo XClarity Administrator

You must register Lenovo XClarity Administrator with Lenovo Hardware Management Pack to monitor
ThinkServer servers that are managed by Lenovo XClarity Administrator.

Procedure
Complete the following steps to register Lenovo XClarity Administrator.
Step 1. From Operations Manager Console, click Monitoring = Windows Computers.

Step 2. Click the Register LXCA tab, which is located under Windows Computer Tasks on the right
panel. The LXCA Management page is displayed.
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Step 3.
Step 4.

Step 5.

Notes:

Click Register to begin the Lenovo XClarity Administrator registration. The Lenovo XClarity
Administrator Registration page is displayed

Enter the IP address, user name, password, and port for Lenovo XClarity Administrator, and click
OK.

If the View Certificate page is displayed, click Trust this certificate to confirm that Lenovo XClarity
Administrator is trusted.

A new user is created in Lenovo XClarity Administrator is and used for communication between this
application and Lenovo XClarity Administrator.

After registration is complete, Lenovo XClarity Administrator is displayed on the LXCA Management
page.

¢ Ensure that the user-authentication method in Lenovo XClarity Administrator is not configured as Allow
logons from LDAP users.

¢ Ensure that the specified Lenovo XClarity Administrator user account has supervisor privilege.

¢ |f you registered a Lenovo XClarity Administrator instance using an earlier version of Hardware
Management Pack, manually download the server certificate for the Lenovo XClarity Administrator
instance, and import it in to Hardware Management Pack by click Manage trusted certificates - Add. If
the server certificate is not added to Hardware Management Pack, Hardware Management Pack will not
connect to Lenovo XClarity Administrator.

Other Lenovo XClarity Administrator Registration Operations

After completing the registration, you can perform these actions:

¢ Unregister Lenovo XClarity Administrator by clicking Unregister.

¢ Manage trusted certificates by clicking Manage trusted certificates.

Downloading the Lenovo XClarity Administrator server certificate

You can download a copy of the current Lenovo XClarity Administrator server certificate, in PEM format, to
your local system.

Procedure

Complete the following steps to download the server certificate

Step 1.
Step 2.

Step 3.

Step 4.
Step 5.
Step 6.

Log in to Lenovo XClarity Administrator

From the Lenovo XClarity Administrator menu bar, click Administration - Security to display the
Security page

Click Server Certificate under the Certificate Management section. The Server Certificate page is
displayed

Click the Download Certificate tab
Click Download Certificate. The Server Certificate dialog is displayed
Click Save to pem to save the server certificate as a PEM file on your local system

Note: DER format is not supported.
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Managing trusted certificates

Hardware Management Pack provides an integrated method for managing the trusted Lenovo XClarity
Administrator certificates.

Procedure

From the Hardware Management Pack Administration page, click Manage trusted certificates to display
the Trusted Certificates page. From this page you can perform the following actions:

Manually add a trusted Lenovo XClarity Administrator certificate by clicking Add.

Viewed detail information for of a trusted certificate by clicking View.

Delete a trusted certificate by clicking Delete.

Update the trusted certificates list by clicking Refresh.

Return to the Hardware Management Pack Administration page by clicking LXCA Registration.
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Chapter 6. Troubleshooting

The topics in this section provide information to assist you with troubleshooting issues that you may have
with Lenovo Hardware Management Pack. The recommended actions often start with you verifying that you
have performed certain tasks. The symptoms of a problem often provide a clue to the underlying issue.

Troubleshooting errors returned from the IBM Power CIM Provider

This topic describes how to troubleshoot errors returned from the .

There are two possible reasons why Capping Capabile is reported as False:

¢ The system firmware is reporting that a platform or firmware subcomponent does not support power
capping.
* The system type does not support the power capping feature.

For more information about power management, see the IBM Systems Director Active Energy Manager
V4.4.3 online documentation.

Troubleshooting the installation of the

The topics in this section describe how to troubleshoot the installation of the . The first step in
troubleshooting the installation of the is to verify that the installation successfully finished.

For more information, see “Verifying a installation finished successfully” on page 109.

Verifying a installation finished successfully

The following procedure describes how to verify whether an installation of the finished successfully.
About this task
Perform the following steps from an Administrator Command window.

Procedure
Step 1. Execute the following commands:
a. cimprovider -l -m IBMPowerCIM

The result of this command should be a line with the provider name, for example,
IBMPowerCIM, and a status of 0K.

b. cimcli ei -n root/ibmsd IBMPSG_AveragePowerUsageValue
c. cimcli ei -n root/ibmsd IBMPSG_AveragePowerUsageSensor
d. cimcli ei -n root/ibmsd IBMPSG_PowerCappinginformation

Step 2. Verify the output generated when these commands are run.
The output should indicate appropriate numbers for the sensor readings and lower threshold
values, and Pmin/Pmax for the PowerCappinglnformation class. If a command indicates that it
partially failed, the command to generate the appropriate numbers did not successfully run,
therefore, the command run failed.

Step 3. If any of the commands for verifying the installation failed or provided some improper values, see
“Fixing a failed installation” on page 110.
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Fixing a failed installation

The following procedure describes how to fix a failed installation.
About this task

If any of the commands for verifying the installation failed or provided some improper values, complete the
following steps:

Procedure
Step 1. Verify that the registry key exists and contains the appropriate values.

The key is located in HKLM\SOFTWARE\IBM\Systems Management Integrations\IBM Power CIM Provider.
It should contain a REG_SZ parameter named Path, which lists the installation directory of the
provider. This directory should be writeable.

Note: On 64-bit machines, this key can be found in: HKLM\SOFTWARE\Wow6432Node \IBM\Systems
Management Integrations\IBM Power CIM Provider.

Step 2. In the installation directory, open the IBMPowerCIMRegistration.mof file and verify that the Location
line lists the proper path: \IBMPowerCIM. The default installation path is %ProgramFiles%\IBM\IBM
Power CIM Provider.

Step 3. Select one of the following options:
e Stop here if there are no reports of failure or improper values after verifying that the location line
lists the proper path.
e Complete steps 4 through 8 if the provider is still reporting failure or improper values.

Step 4. Review the log files located in the installation directory. The file called RegIBMPowerCIM.log shows
the results of the registration (and deregistration) scripts that are executed during the Windows
Installer installation and uninstallation processes. If an error occurred while running these
installation scripts, the results of that error is shown in the RegIBMPowerCIM.log file

There can be two possible causes:

¢ Response length = 256The most common cause for this error is that SMBIOS Type 38 is not
recognized on the system. This is because the system's firmware does not support SMBIOS
Type 38 or the IPMI libraries are not properly recognizing it. Try restarting the cimserver (as
noted below) or try restarting the computer.

e cmdComplete = falseAnother common cause for this error is that the registry key path is
incorrect.

Step 5. Reinstall the by using the provided installer and completing the following steps.

a. Remove the by selecting Uninstall in Add/Remove Programs (Windows 2003) or Programs
and Features (Windows 2008 and later).

b. Wait several minutes for the Director CIM server, wmicimserver, to come back online.
c. Reinstall the using the provided installation file.

Step 6. To manually reregister the with the Director CIM server, enter the following commands from an
Administrator Command window:

a. cimprovider -r -m IBMPowerCIM
net stop wmicimserver

taskkill /F /IM wmicpa.exe

net start wmicimserver

© o0 o

mofcomp IBMPowerCIM.mof (from the provider installation directory)
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f.  mofcomp IBMPowerCIMRegistration.mof (from the provider installation directory)

¢ For optimal results, wait a few minutes between the net start wmicimserver command and the
mofcomp command.

Note: wmicimserver sometimes takes a minute to become properly responsive to new providers
being loaded.

Step 7. Verify the server's firmware supports SMBIOS Type 38. If it does not, update to a firmware version
that it does support. Computers with a Unified Extensible Firmware Interface should not be a
problem.

Step 8. In the registry key path HKLM\SOFTWARE\[Wowé432Node]\IBM\Systems Management Integrations\IBM
Power CIM Provider:

a. AddaREG_SZ named Debug and set the value to 1.

b. Uninstall and reinstall the as described above. The logs are now more verbose, which may
provide further insight into the issue.

Step 9. Restart the server.

Removing a chassis in Network Devices Pending Management on
Windows Server 2012

The following procedure describes how to resolve the issue of a BladeCenter or a Flex System Chassis being
discovered but displaying in the Network Devices Pending Management view.

About this task

If any of the BladeCenter or Flex System chassis is displayed in the Network Devices Pending
Management view, complete the following steps.

Procedure

Step 1. Open the firewall settings and use the inbound and outbound rules for starting with the Operations
Manager on a Windows machine belonging to the management server(s).Some rules may be
disabled by default.

Step 2. Enable the appropriate rules and then rerun the discovery rule, or wait for it to occur as a scheduled
task on the Operations Manager Console.
The network device you discovered is now listed under the Network Devices view and is no longer
under the Network Devices Pending Management view.

Fixing the failed task of opening an IMM/AMM/CMM Web Console on an
SCOM Console using Windows Server 2012

If you try to run the Lenovo IMM/AMM/CMM Web Console task on a Systems Center Operations Manager
Console, which is on a managed system running Windows Server 2012 with the SSL server for web console
enabled and it fails, complete the following procedure to fix this problem. This is a Windows Server 2012
Internet Explorer security configuration problem.

About this task

The following procedure describes how to change the Internet Explorer (IE) security configuration to allow IE
to open the web console.

Procedure
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Step 1.
Step 2.

Step 3.

Step 4.

If your server is running Windows Server 2012, click Server Manager and then click Configure
this local server to open the Local Server configuration page.

In the Properties area, next to IE Enhanced Security Configuration, click On to open the Internet
Explorer Enhanced Security Configuration dialog box.

To use Internet Explorer Enhanced Configuration when members of the local Administrators group
are logged in under Administrators, click Off. This allows you to use the Internet Explorer Enhanced
Configuration when members of the local Administrators group are also logged in.

Click OK to apply the changes.
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Appendix A. Accessibility features

Accessibility features help users who have a physical disability, such as restricted mobility or limited vision,
to use information technology products successfully.

Lenovo strives to provide products with usable access for everyone, regardless of age or ability.

Lenovo Hardware Management Pack supports the accessibility features of the systems-management
software in which it is integrated. Refer to your system management software documentation for specific
information about accessibility features and keyboard navigation.

Lenovo Hardware Management Pack topic collection and its related publications are accessibility-enabled
for the Lenovo Home Page Reader. You can operate all features using the keyboard instead of the mouse.

You can view the publications for Lenovo Hardware Management Pack in Adobe Portable Document Format
(PDF) using the Adobe Acrobat Reader. You can access the PDFs from Lenovo Hardware Management Pack
download site.

Lenovo and accessibility

See the Lenovo Accessibility website for more information about the commitment that Lenovo has to
accessibility.

© Copyright Lenovo 2014, 2017 113


http://www.lenovo.com/lenovo/us/en/accessibility/

114  Lenovo Hardware Management Pack for Microsoft System Center Operations Managerinstallation and User’s Guide



Appendix B. Best practices

The topics in this section provide suggested methods for completing tasks.

Best practice: Determining the cause of an error

Use the following diagnostic procedure to identify and solve problems that might occur in a managed
environment.

About this task

This task is performed from the Operations Manager Console.

Procedure
Step 1.  Click Monitoring to open the Monitoring navigation pane.

Step 2. To quickly view the status of all of your managed systems that have Windows operating systems,
click Lenovo Hardware - Windows Computers on Lenovo System x or x86/x64 Blade Servers

Step 3. Check the health of the systems displayed in the top results pane. All newly discovered objects are
in a healthy state by default. The Health check monitoring task updates the status of an object at
regular intervals, according to the default interval setting. You can configure the monitoring
frequency by using the override-controlled parameters. Refer to Microsoft System Center
Operations Manager documentation for more information about the override-controlled
parameter.

Step 4. Select a system that shows a Critical or Warning state.

Windows Computers on Lenovo System x or x86/x64 Blade Servers - SCOM12SP1 - Operations Manager
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[ Jsearch~ _ i % Scope [DFind (ElTesks] @ .
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| Task Status = =
5] (4 Critical i i, SCOMR2ZHES MET 255.0 Unclassified S462-Ky
£if| Windows Computers for Managing Lenowo License — et
(@) Windows Computers on Lenovo System x or:Baie4 Blade Serers b a 2
4 (3 Lenowo BladeCenter(s] and Modules
| Active Alerts
£2] Lenovo BladeCenter) Lenovo Hardware Components of System x or x86,/x64 Blade Servers
o Task Status 5 ——
5 ) ¢ enovo System Physical
&, Task Status for Lenouo BladeCenters) State ) MName Platform Category  Lenovo MIT and. . @ rateeiare
il in ot anputerfonblanaginglencya Bladceereit] 3 critical wininyi. SCOM...  Unclassified S462-KvH0244  (J) Healthy
¢ | g lenowo BladeCenter Modules - -
() Healthy WIND OIS TER... Tower 73630644061 (J) Healthy
4 (g Lenova Flex System Chassis(s) and Modules
| Active Alerts
. < [ >
22| Lenowa Flex System Chassis(s) w
< m >
Show or Hide Wiews... Detail View i
e Wiet b e
B Windows Computer on Lenovo System properties of winxinyi. SCOMR2X64.NET ~
. Monitoring Display M winxinyi.SCOMR2X64.NET
- Full Path Na winxinyi.SCOMR2X64.NET
# Authoring Principal Name winxiny.SCOMR2X64.NET

PRI Mz wwiminad CFARADIVEA RIET

Figure 81. Example of selecting a system with a critical state
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Step 5.

Step 6.

Step 7.

Step 8.
Step 9.

Step 10.
Step 11.
Step 12.
Step 13.

Determine whether the error is related to the hardware or software.

¢ Hardware-related failures: Check the Lenovo Hardware Components of System x or x86/x64
Blade Servers pane to select the system. Scroll to the right to view all of the component status
and data. You can personalize this view.

This pane contains state views based on the class of the hardware component basis. The
purpose of this view is to provide access to detailed properties of each component instance.
Look for additional system information in the Detail View pane.

¢ Software-related failures: Check the Windows Computer on System x or x86/x64 Blade
Servers pane. This pane contains state views and information on a per-software-component-
class basis. Select a system that has either a Critical or Warning health state.

The purpose of these views is to provide access to detailed properties of each component
instance. The Detail View shows all instances of the system software with a health state for each
of the four health aspects.

To obtain more information and details about a failure, access the hardware information of the
desired BladeCenter module or hardware system component by clicking Lenovo BladeCenter
Modules.

If you already know that a power supply component failed, for example, select the related view,
Lenovo BladeCenter Power Modules, to determine the problem with the power supply.

Click a Critical power module and review its related data.

Review the information and data presented in the Detail View pane. Check all instances of the
module type and each of its four health aspects.

Right-click the selected module and click open = Health Explorer.
Select the alert and look at the information on the State Change Events page.
Depending on the type of alert you have, you can click View Alert for more information.

Click the Knowledge tab to read the Knowledge Page and one or more Knowledge Articles that
relate to your alert.

Important: In addition to the health information available for each object, related information might
be available from other objects that are health-related from different perspectives. For example, a
blade that is monitored in-band through its platform agent shows a health state, but the
BladeCenter chassis management module also shows a health state for the blade.

Other BladeCenter chassis modules might affect the blade health, such as a power supply that
provides power to the blade server. Similarly, the health of a blade from the management module
perspective might include the health and other information about the operating system running on
the blade.

For instance, the following BladeCenter simple network management protocol (SNMP) alert has an
event description field of 71.3.6.7.4.1.2.6.158.3.1.1.8 and an event ID of 1.3.6.1.4.1.2.6.158.3.1.1.14.
Convert the decimal event ID value to a hexadecimal number to look up the message in the
Advanced Management Module Message Guide.
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Figure 82. System x Windows Management Instrumentation (WMI) event

For a System x WMI event, the Details pane includes the event ID and a description.

Appendix B. Best practices 117



W\ Health Explorer for 13755-ridgeback.scom.com (HW Base Node-1)

ZiReset Health B Recsicate Heskh 2] 9 Properties 6 bk

T overides ~
Hisakh moritors for ¥3755 idgeback. scom com M Base Hode 1] Encwledge: [ 518t Chargs Everds (2] |
= \'3 Ently Hesth - K3755ndgeback. scom com [HW Base Node-1] [Entiy] Tine From To Dpesational State

5 () Avslabily - X375 idgsbuck scom com [HW Base Node 1) Erity] | ey
= ) Corfigumation - 3755 exdgnback. scom.com [HW Base Node-1) [Eriiy)

for , dby o
#) fer [BM lnaze mpmabon - 3755 adgaback toe
=) et morabion Fox IBM aystem mesmory sddiion of remonal - ¥ 3T55c
=) At mondtor For IBM system processor addbion of temoval - X375

() Abert morater hor prorrbiot pluggable IBM power tuppdy scdiion of e
=) Conl health rolp of [EM b - KT

% 2) %3755 nidgeback scom com (HW Bisse Node-1) (Ently]
3 () Securty - x3755 sdgaback scom com [HW Base Node 1) Enlity]

Figure 83. Example of the State Change Events tab detail information

Best practice: Rediscovering all BladeCenters

The BladeCenter monitor stalls when the same version of Lenovo Hardware Management Pack is deleted
and re-imported.

About this task
This task is performed from the Operations Manager Console.

Procedure
Step 1. Click Administration - Device Management - Network Devices.

Step 2. Note the IP addresses listed in the Network Devices view of the results pane.You will need this
information for the discovery network device information later.

Step 3. Select the IP Address of the BladeCenter you want to rediscover, and in the Actions pane, select
Delete.

Step 4. Using the noted IP address to limit the scope of Network Devices, follow the instructions in
“Discovering a BladeCenter in Microsoft System Center Operations Manager 2007” on page 28 to
rediscover the BladeCenter.

Best practice: Rediscovering a renamed server

When a Windows server is renamed, the Windows server instance entry monitored by the Operations
Manager becomes grayed out. This is an indication that the Windows server is no longer being monitored by
the Operations Manager.

About this task

This task is performed from the Operations Manager Console.
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To rediscover and monitor a renamed server, first delete the original server name from the Operations
Manager Agent Managed server list, and then rediscover the renamed server by using the following

procedure.
Procedure

Step 1. Click Administration - Device Management - Agent Managed.

Administration Agent Managed )

4 Look for: Eind how
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‘| Name
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Figure 84. Deleting a renamed server

Step 2. Select the original name listed in the Agent Managed view of the results pane.This entry has the
original name before it was renamed.

Step 3. Select Delete in the Actions pane located on the right side of the Operations Manager Console.
This action removes the renamed server from the view.

Step 4.

Add the new server name by following the instructions in “Adding a system that will be managed by
Operations Manager” on page 59.
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Appendix C. System firewall settings

This section provides information about setting firewall exceptions.

This table is a reference for determining which ports are used for the specified Lenovo XClarity Integrator
products.
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Appendix D. Notices

Lenovo may not offer the products, services, or features discussed in this document in all countries. Consult
your local Lenovo representative for information on the products and services currently available in your
area.

Any reference to a Lenovo product, program, or service is not intended to state or imply that only that
Lenovo product, program, or service may be used. Any functionally equivalent product, program, or service
that does not infringe any Lenovo intellectual property right may be used instead. However, it is the user's
responsibility to evaluate and verify the operation of any other product, program, or service.

Lenovo may have patents or pending patent applications covering subject matter described in this
document. The furnishing of this document does not give you any license to these patents. You can send
license inquiries, in writing, to:

Lenovo (United States), Inc.

1009 Think Place - Building One
Morrisville, NC 27560

U.S.A.

Attention: Lenovo Director of Licensing

LENOVO PROVIDES THIS PUBLICATION “AS I1S” WITHOUT WARRANTY OF ANY KIND, EITHER EXPRESS
OR IMPLIED, INCLUDING, BUT NOT LIMITED TO, THE IMPLIED WARRANTIES OF NON-INFRINGEMENT,
MERCHANTABILITY OR FITNESS FOR A PARTICULAR PURPOSE. Some jurisdictions do not allow
disclaimer of express or implied warranties in certain transactions, therefore, this statement may not apply to
you.

This information could include technical inaccuracies or typographical errors. Changes are periodically made
to the information herein; these changes will be incorporated in new editions of the publication. Lenovo may
make improvements and/or changes in the product(s) and/or the program(s) described in this publication at
any time without notice.

The products described in this document are not intended for use in implantation or other life support
applications where malfunction may result in injury or death to persons. The information contained in this
document does not affect or change Lenovo product specifications or warranties. Nothing in this document
shall operate as an express or implied license or indemnity under the intellectual property rights of Lenovo or
third parties. All information contained in this document was obtained in specific environments and is
presented as an illustration. The result obtained in other operating environments may vary.

Lenovo may use or distribute any of the information you supply in any way it believes appropriate without
incurring any obligation to you.

Any references in this publication to non-Lenovo Web sites are provided for convenience only and do not in
any manner serve as an endorsement of those Web sites. The materials at those Web sites are not part of the
materials for this Lenovo product, and use of those Web sites is at your own risk.

Any performance data contained herein was determined in a controlled environment. Therefore, the result
obtained in other operating environments may vary significantly. Some measurements may have been made
on development-level systems and there is no guarantee that these measurements will be the same on
generally available systems. Furthermore, some measurements may have been estimated through
extrapolation. Actual results may vary. Users of this document should verify the applicable data for their
specific environment.
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Trademarks

Lenovo, the Lenovo logo, Flex System, System x, and NeXtScale System are trademarks of Lenovo in the
United States, other countries, or both.

Intel and Intel Xeon are trademarks of Intel Corporation in the United States, other countries, or both.
Internet Explorer, Microsoft, and Windows are trademarks of the Microsoft group of companies.
Linux is a registered trademark of Linus Torvalds.

Other company, product, or service names may be trademarks or service marks of others.

Important notes

Processor speed indicates the internal clock speed of the microprocessor; other factors also affect
application performance.

When referring to processor storage, real and virtual storage, or channel volume, KB stands for 1 024 bytes,
MB stands for 1 048 576 bytes, and GB stands for 1 073 741 824 bytes.

When referring to hard disk drive capacity or communications volume, MB stands for 1 000 000 bytes, and
GB stands for 1 000 000 000 bytes. Total user-accessible capacity can vary depending on operating
environments.

Lenovo makes no representations or warranties with respect to non-Lenovo products. Support (if any) for the
non-Lenovo products is provided by the third party, not Lenovo.

Some software might differ from its retail version (if available) and might not include user manuals or all
program functionality.
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